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Abstract 
 

The specifics of how growth models should be constructed and used to evaluate schools and teachers is a 

topic of lively policy debate in states and school districts nationwide. In this paper we take up the question of 

model choice and examine three competing approaches. The first approach, reflected in the popular student 

growth percentiles (SGPs) framework, eschews all controls for student covariates and schooling 

environments. The second approach, typically associated with value-added models (VAMs), controls for 

student background characteristics and under some conditions can be used to identify the causal effects of 

schools and teachers. The third approach, also VAM-based, fully levels the playing field so that the 

correlation between school- and teacher-level growth measures and student demographics is essentially 

zero. We argue that the third approach is the most desirable for use in educational evaluation systems. Our 

case rests on personnel economics, incentive-design theory, and the potential role that growth measures can 

play in improving instruction in K-12 schools.  
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I. Introduction 

School districts and state education agencies across the country are making increased use of 

growth-based performance measures in evaluation systems for schools and teachers, sometimes with 

high stakes attached. Performance metrics that are tied directly to student-achievement gains are 

appealing because (1) there is a large body of research showing that schools and teachers differ 

dramatically in terms of their effects on test-score growth (Betts, 1995; Hanushek and Rivkin, 2010; 

Rockoff, 2004), and (2) researchers have had great difficulty linking performance differences between 

schools and teachers to readily-observable characteristics (Betts 1995; Kane et al., 2008; Nye et al, 2004; 

Rivkin et al., 2005). The policy focus on growth-based evaluations has stimulated discussions concerning 

the properties of different statistical models that can be used to produce the growth measures 

(Goldschmidt et al., 2012).1    

 The question of how to model student test-score growth with the objective of evaluating 

schools and teachers has resulted in lively debates in states and school districts nationwide.2 We 

consider three competing approaches. The first approach, reflected in the popular student growth 

percentiles (SGPs) framework, eschews all controls for student covariates and other factors related to 

schooling environments. SGPs are student-level conditional performance percentiles relative to a peer 

group. School- and teacher-level SGPs are median values of the student-level SGPs taken at the 

respective levels of aggregation. The developers of the SGP approach maintain that SGPs are descriptive 

measures designed to stimulate further investigation or discussion and do not advocate their use for 

identifying causal effects (Betebenner, 2009). Regression-based estimates similar in spirit to SGPs are 

                                                 
1
 There is a large literature that examines the available alternatives for constructing statistical growth models, much 

of which predates, and/or forms the basis for, recent policy debates (e.g., see Braun, 2005; McCaffrey et al., 2003).  
2
 Researchers have examined the potential to improve student achievement by using growth-based measures, mostly 

at the teacher level, to selectively shape the workforce (Boyd et al., 2011; Chetty et al., 2011; Goldhaber and 

Hansen, 2010; Hanushek, 2009; Staiger and Rockoff, 2010; Winters and Cowen, forthcoming). School-level 

measures could be used in a similar fashion. Growth-based measures can also be combined with other measures in 

evaluations; and used for other purposes like encouraging effort, targeting professional development, and sending 

useful signals about performance. We elaborate on these points below.  
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straightforward to construct, but in practice advocates of models that do not include student or 

schooling-environment controls have gravitated toward the SGP approach.3 

 The second approach that we consider is a one-step value-added model (VAM), which controls 

for student-background characteristics and schooling-environment factors while simultaneously 

estimating the growth measures for schools and/or teachers. The one-step VAM is widely used in the 

research literature, perhaps because under some conditions it can be used to disentangle the influence 

of context from school and teacher effects, in which case causal inference is possible.4  

The third approach, also VAM-based, is designed to compare schools and teachers that serve 

observationally similar students. The rank ordering from an evaluation system based on the third 

approach need not be entirely consistent with a rank ordering based on the absolute “causal” 

achievement effects for schools and teachers. Rather, by construction, it will reflect school and teacher 

performance relative to other schools and teachers in similar circumstances. This shift in emphasis is 

motivated by a literature in economics, developed mostly outside of the education context, which 

supports the idea that ranking systems used for evaluative purposes need not conform to causal effects 

across unequal classes of competing groups (e.g., see Barlevy and Neal, 2012; Lazear and Rosen, 1981; 

Schotter and Weigelt, 1992). 

We examine the appeal of these three modeling approaches in the context of an evaluation 

system for schools, although the substance of our findings will also apply to district- and teacher-level 

evaluations. We identify three key objectives of an evaluation system in education: (1) elicit optimal 

                                                 
3
 As with a sparse VAM, there is nothing inherent in the SGP approach that prevents it from incorporating additional 

controls for student or schooling-environment factors. However, in application we are not aware of any 

implementations of the SGP method where controls beyond same-subject test score histories have been included to 

construct student peer groups. 
4
 There is a large debate in the literature about whether causal inference can be supported for value-added estimates 

using a variety of model specifications. The issue of causal inference is not central to the model-selection argument 

we make in the present study, although it is of some comfort that a number of recent studies suggest that the scope 

for bias from properly-controlled growth models is small. A particularly compelling example is Chetty et al. (2011); 

also see Goldhaber and Chaplin (2012), Kane and Staiger (2008), Kinsler (forthcoming) and Koedel and Betts 

(2011). Studies that offer competing views include Briggs and Domingue (2011) and Rothstein (2009, 2010). Harris 

(2011) covers a number of issues related to value-added modeling, including the issue of bias. 
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effort from personnel, (2) improve system-wide instruction by providing useful performance signals, and 

(3) avoid exacerbating pre-existing inequities in the labor markets between advantaged and 

disadvantaged schools. When one considers any of these three objectives, we argue that the third 

modeling approach is preferable. The key distinguishing feature of the third approach – and the reason 

we advocate for its use in evaluation systems – is that it forces comparisons to be between equally-

circumstanced schools and teachers. As a result of these forced comparisons, growth-based rankings are 

proportional to the evaluation sample throughout. For example, in a school-level evaluation, 

advantaged and disadvantaged schools are equally likely to be identified as top and bottom performers. 

We describe this feature of the model output as proportionality. When the question of model choice is 

framed within the context of designing an effective evaluation system, proportionality is a highly 

desirable modeling property. 

II. Models 

Although there are many ways to model student-achievement growth, most models can be 

categorized into one of three broad classes. The first class of models are what we call “sparse” models – 

these models purposefully omit available information about students and schooling environments and 

condition only on prior test score histories for individual students. In our study, sparse models are 

represented by median SGPs taken at the school level. The second class of models comes from the 

academic literature on the education production function and under some conditions can be used to 

identify the causal impacts of schools. The representative model for this approach in our study is a one-

step fixed effects model, which we estimate as a regression-based VAM. The third class of models is less 

common in the research literature and is motivated by the purpose of building an effective evaluation 
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system. This modeling class is represented in our work by a two-step fixed effects model, which is also 

based on linear regression. Below we provide additional details about each approach.5 

2.1 Student Growth Percentiles (SGPs) 

Student Growth Percentiles (Betebenner, 2009) have been adopted for use in evaluation 

systems in several states. SGPs are calculated using a flexible, non-parametric curve-fitting procedure 

designed to identify growth percentile curves for student test scores that are analogous to growth 

charts for children. Imagine a scatter diagram with grade-4 scores on the ordinate and grade-3 scores on 

the abscissa. The SGP procedure fits non-linear quantile regressions for each percentile of the 

distribution. Thus, for any given third grade scale score, the resulting chart identifies a conditional 

density function of fourth grade scores. For a student with grade-3 and grade-4 scores, for example, the 

chart would identify the percentile of the grade-4 score conditional on the student’s grade-3 outcome. 

Here, an SGP of 67 would indicate that the student’s grade-4 score is in the 67th percentile among her 

peers with the same grade-3 scale score. For students in higher grades, the SGP framework is extended 

to account for longer test-score histories, which determine students’ comparison peer groups (the 

standard practice is to use same-subject score histories). Aggregated SGPs, when reported, are median 

percentiles for all of the students assigned to the relevant unit (e.g., district, school or teacher). The 

number of years of student-level data used to calculate median SGPs can vary. In the subsequent 

analysis we use a median based on five years of student outcome data.    

Although the SGP methodology differs from standard VAM methods in a number of ways, the 

relevant distinguishing feature for the purposes of the present study is that SGPs include no controls for 

student characteristics or schooling environments. Similar VAMs can be constructed (see Appendix B). 

Advocates of sparse growth models value their sparseness. They worry that, among other things, 

                                                 
5
 The authors produced the VAM measures used in this study.  The SGP measures were provided for this work by 

the Missouri Department of Elementary and Secondary Education (DESE). 
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conditioning on student or school-level characteristics lowers expectations for disadvantaged students.6 

We return to this point below (see Section 6).   

2.2 One-Step VAMs 

The one-step VAM is by far the most prevalent modeling structure among research studies 

designed to estimate school and/or teacher effects (see, e.g., Aaronson, Barrow and Sander, 2007; 

Goldhaber and Hansen, 2010; Hanushek et al., 2005; Harris and Sass, 2012;  Koedel and Betts, 2011; 

Rockoff, 2004; Rothstein, 2010). Many variants exist. The version that we estimate is shown in Equation 

(1):  

 
0 1 1 1 2 3 4isjt isjt iskt it it s ijstY Y Y X S                (1) 

In (1), isjtY  is a test score for student i in subject j (math or communication arts) in year t, itX  is a vector 

of student characteristics for student i, itS
 
is a vector of school characteristics for the school attended 

by student i in time t, s  
is a vector of school fixed effects, and isjt

 
is the error term.  

The model in (1) controls for lagged same-subject and off-subject scores. In the present study 

we model math test scores as outcomes and use communication-arts scores for the off subject.7 The X-

vector includes information about student race, gender, free/reduced-price lunch eligibility, English-

language-learner status, special education status, mobility status (mobile students are defined in the 

                                                 
6
 Federal guidelines issued in 2009 recommend against using student or school demographic covariates in growth 

models (U.S. Department of Education, 2009). SGPs, or comparably sparse VAMs, satisfy this recommendation; 

however, our study argues that the recommendation is misguided. It is also important to recognize that even sparse 

models, which only condition on students’ prior scores, (empirically) lower expectations for disadvantaged students 

because lagged achievement is correlated with student demographics. 
7
 If a student’s lagged off-subject score (communication arts in the mathematics model) is missing, the missing test 

value is set to zero (the standardized mean), and a dummy variable indicating the presence of the missing score is set 

to one.  Moreover, the model also contains an interaction term between the missing test score dummy variable and 

the student’s lagged same subject score. That is, we upweight the predictive value of the same subject lagged score 

when the off-subject lagged score is not available. This procedure allows us to keep students in the analytic sample 

if they are only missing the prior score in the off-subject. In cases where students’ same subject lagged scores are 

missing, the observations are dropped. 
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data as within-year building switchers) and grade-level. The S-vector includes school-averaged student 

characteristics for these same variables.  

Under some conditions, causal inference about school and/or teacher effects estimated by the 

one-step VAM can be supported.8 However, a limitation of the one-step VAM is that by virtue of the 

one-step estimation, the coefficient vectors 3  and 4  
are identified using within-school variation. For 

example, the coefficient on free/reduced-price lunch eligibility for individual students is identified by 

comparing students in the same school who differ in eligibility status. An implicit assumption of the 

model is that students who differ in their eligibility for free/reduced-price lunch and attend the same 

school differ in the same way as students who differ in eligibility but attend different schools. That is, 

the one-step model uses performance differences between eligible and ineligible students at the same 

school to identify 3

FRL , but this coefficient is also applied to predict performance differences between 

eligible and ineligible students across schools. There is no guarantee that the within- and between-

school differences are the same, and no obvious way to test this assumption with available 

observational data. 

The coefficients associated with the school-level variables (in the S-vector) are perhaps even 

more problematic. The purpose of including the school-level variables in the model, in the context of an 

evaluation system, is to control for schooling-environment factors that are outside of the influence of 

school personnel (Raudenbush and Willms, 1995). We note two issues with the incorporation of these 

controls in the one-step model that may limit their value in this role. First, like with the X-vector 

coefficients, the S-vector coefficients ( 4 ) are identified using variation in the composition of the 

student body within schools over time. So, for example, the share of students eligible for free/reduced 

price lunch may range from 0.80 to 0.85 to 0.78 over a three year period at a particular school. It is this 

                                                 
8
 In fact, Ballou et al. (2012) refer to a variant of the one-step model as the “true” model. Also see Ballou et al. 

(2004). 
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variability that is used to estimate the “effect” of compositional changes on test scores, rather than 

differences in the shares of students eligible for free/reduced price lunch across schools. The same issue 

in extrapolating from the within-school variation to account for between-school differences arises. 

Because the school-composition variables are continuous, the identifying assumption can be described 

as requiring linearity in the effects of changes in school compositions on student outcomes. For 

example, it must be the case that the effect of a 5-percentage point change in the free/reduced-lunch 

share is one-tenth the size of the effect of a 50-percentage point change. Changes of the latter 

magnitude will be commonly observed across schools, but are unlikely to be observed within schools. 

A practical implication of the within-school identification approach is that the schooling-

environment coefficients are unlikely to capture systematic differences in educational practice 

associated with school context.9 For example, suppose that some instructional strategy Q is not feasible 

at schools that serve a large share of disadvantaged students. Within any particular school over a 

reasonably short timeframe, it is unlikely that the composition of the student body will change fast 

enough to lead to a change in the use of instructional strategy Q. Therefore, the coefficients in the one-

step model attached to the schooling-environment controls, identified from within-school variation, will 

not capture variation in the use of instructional-strategy Q. At the same time, across-school differences 

in schooling environments will be associated with variation in the use of instructional-strategy Q. This is 

an example of schooling-environment information that the one-step model cannot capture.10 

Another issue that may limit the value of using within-school variation to control for schooling-

environment factors is measurement error. Causes of measurement error in the school-level variables 

likely include school-level roster inaccuracies, data-entry errors, etc. Because of measurement error, 

each observed school-composition variable is imprecise. The within-school estimation strategy in 

                                                 
9
 This concern is supported by Raudenbush and Willms (1995), who write “differences in school context must be 

assumed related to school practice.” (p. 313) 
10

 Below we use a labor-market example to illustrate this same general issue. 
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equation (1) is likely to exacerbate attenuation bias driven by measurement-error in the school-level 

variables for reasons similar to those discussed in previous work in other contexts (see Ashenfelter and 

Krueger, 1994; Griliches, 1979).  

To illustrate the problem intuitively for the current application, in Appendix C we report 

variance decompositions for key school-level variables in our data panel. For the school-level share of 

students eligible for free/reduced-price lunch, Appendix C shows that nearly 90 percent of the total 

variance occurs between schools; for the disadvantaged-minority share, over 98 percent of the variance 

in the data is between schools.11 While the vast majority of the total variance in these variables clearly 

occurs between schools, a much smaller share of the measurement-error variance is likely to occur 

between schools (given the nature of measurement error in these variables). This implies that the ratio 

of measurement-error variance to total identifying variation will increase through the reliance of the 

one-step model on within-school variation. Correspondingly, the coefficients on the school-level control 

variables will be attenuated, which will erode their value as schooling-environment controls.12  

The issues we raise here are credible threats to the claim that the one-step model can be used 

to identify the causal effects of practice free from the confounding influence of contextual factors that 

are outside the control of education personnel. While mechanical identification of the model in (1) 

requires no more than multiple years of data per school, we submit that mechanical identification is not 

a sufficient condition for obtaining the parameters of interest (Mihaly et al. (forthcoming) raise a similar 

point in the context of evaluating teacher preparation programs). Ultimately, the research literature has 

yet to provide clear evidence showing that the parameter estimates in 
3̂  and 

4̂  sufficiently control 

                                                 
11

 One reason for the discrepancy across variables is that our data span the Great Recession. If we split our sample to 

look either pre- or post-2008, a much smaller share of the variation in the share of students eligible for free/reduced 

price lunch occurs within schools over time (that is, the variance decomposition suggests a within-between 

breakdown similar to what we find for the minority share). 
12

 We are not aware of any evidence in the research literature to date that examines the ratio of measurement-error 

variance to total variance within and between schools using longitudinal education data. Such an analysis would be 

possible, but would require researchers to independently determine instances of measurement error in administrative 

education data files first.  
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for student characteristics and schooling environments. If these controls are insufficient, and if achieving 

academic growth in low-SES schools is truly more challenging, the likely bias in the output from the one-

step VAM will favor high-SES schools at the expense of low-SES schools.13 

2.3 Two-step VAMs 

Our two-step VAMs are estimated as follows: 

 
0 1 1 1 2 3 4isjt isjt iskt it it isjtY Y Y X S              (2) 

 
isjt s isjtu     (3) 

The variables in equation (2) are defined as in equation (1). There are two noteworthy differences 

between the one-step and two-step VAMs. First, estimating the model in two steps allows us to control 

for lagged school-average prior test scores, which is a substantively important control for the schooling 

environment. In the formulation above, we incorporate the aggregate test-score controls into the 

school-level control vector .itS 14 Second, the two-step approach partials out differences in test-score 

performance between students with different characteristics, and in different schooling environments, 

before estimating the school effects. 

By partialing out the predictive effects of student and school characteristics prior to estimating 

the school-level growth measures, the two-step model attributes all differences between students along 

                                                 
13

 Our discussion here presumes that the objective is to measure differences in school practice that lead to 

achievement gains. For other objectives, the one-step model, or even sparser models, may work well (e.g., if the 

objective is to inform parents of the schools that produce the highest growth for any reason, along the lines of what 

Raudenbush and Willms (1995) refer to as type-A school effects). 
14

 There is a mechanical negative correlation between prior school-averaged achievement and year-t student 

outcomes in the one-step model if lagged school-level average test scores are included along with the school fixed 

effects. The correlation is much stronger when the time horizon is short (which is typically the case in these models). 

The problem in the one-step model is that with the school fixed effects and lagged school-averaged test scores in the 

same model, a low lagged average test score (t-1) suggests a stronger year for the school in year-t, conditional on the 

school fixed effects, which induces a positive association between low lagged aggregate achievement and current 

student scores. Per the above discussion, the model extrapolates this relationship across schools, which is 

problematic empirically. More details are available from the authors upon request. The two-step model circumvents 

this problem by sequentially attributing differences in student achievement to lagged aggregate test scores and 

current-year school effects, rather than simultaneously. It does not solve the problem.  That terminology would be 

too strong; it simply assigns attribution of the effects sequentially, leaving the current-year school effects only to 

explain the residual variance after student scores have already been adjusted for the lagged average achievement in 

schools. 
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the measured dimensions to those characteristics. It is this aspect of the modeling structure that 

maintains proportionality in the output. It also allows for divergence between the estimates of s  and 

schools’ causal effects. For example, suppose that all free/reduced-lunch eligible students attend 

schools that are truly inferior in quality, on average, to the schools attended by ineligible students. The 

average gap in school quality between these groups in the two-step model would be fully absorbed in 

the first step. In this way, the two-step model has the potential to “overcorrect” for student 

disadvantage. In contrast, in equation (1), where the school effects and poverty effects are estimated 

simultaneously, the school-quality difference would not be absorbed by the poverty controls because 

the poverty effect would only be identified from within-school variation. 

Recent research by Chetty et al. (2011) shows long-term effects of value added on student 

outcomes, where value-added is estimated using models that partial out the influence of the control 

variables first (like in our two-step model). Their findings lend credence to the general approach; 

however, whether or not the two-step model produces causal estimates is not central to the arguments 

that we make below.15 Put differently, even if there is some divergence between schools’ true value-

added to student test scores and their growth ratings based on the two-step model, we argue that the 

two-step model is still the best choice for use in evaluation systems. The reason is that strict causal 

inference is not required – and in some contexts may actually be undesirable – in achieving the above-

outlined system objectives.16 

                                                 
15

 Chetty et al. (2011) perform their analysis at the teacher level and include individual and classroom-level controls 

in their models. It is important to recognize that the Chetty et al. findings do not necessarily imply that the 

specification they use is the best specification for identifying causal estimates. Put differently, there may be a better 

causal model. Chetty et al.’s results are best interpreted as showing that their approach – which is analogous to our 

two-step model – produces estimates that are, at the least, strongly positively correlated with causal effects. 
16

 A notable omission from our list of model choices is EVAAS®, a propriety modeling approach developed and 

marketed by SAS. EVAAS® does not fit easily into any of the three modeling classes that we consider; it is best 

viewed as a case somewhere in-between the sparse model and the two-step VAM. Regarding the issue of  

proportionality, which is central to our work, Sanders et al. (2009) note that proportionality is sometimes but not 

always maintained by the EVAAS® modeling approach. They indicate that correlations between EVAAS® 

estimates and aggregated student characteristics are “modest at worst and essentially zero at best” across a number 

of locations where the model is used. This is likely the case for a number of alternative modeling approaches and 
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III. Data    

The data available for our study are from the Missouri Assessment Program (MAP) test results, 

linked longitudinally using a statewide student identifier.  Like many other state education agencies, the 

Missouri Department of Elementary and Secondary Education (DESE) has been grappling with ways to 

incorporate growth measures into its statewide evaluation system. The growth measures compared in 

this paper were developed in part as a result of those efforts. The administrative data panel contains 

nearly 1.6 million test-score growth records for students (where a growth record consists of a linked 

current and prior score) covering the 5-year time span from 2007 to 2011 (2006 scores are used as 

lagged scores for the 2007 cohort). We evaluate 1846 schools serving students in grades 4-8 in 

Missouri.  Descriptive statistics regarding the administrative dataset can be found in Appendix A. 

IV. Output from the Models 

As a point of entry into our discussion, Figure 1 plots school-averaged test scores, in levels, 

against the share of students eligible for free/reduced-price lunch. The clear negative relationship 

between student poverty and test score levels, combined with the uncontroversial role that non-

schooling factors play in determining student success, has contributed greatly to the migration toward 

growth measures in education. Is it the case that nearly every high-poverty school in Missouri performs 

poorly, as is implied by Figure 1, or are at least some of these schools actually performing well only to 

have their performance masked by their general disadvantage? 

Growth modeling has gained considerable traction among researchers and education 

policymakers as a better way to assess performance in education. It appeals to the intuitive notion that 

a system of rewards and sanctions built around the rankings in Figure 1 would wrongly attribute the 

                                                                                                                                                             
will depend heavily on the evaluation context. The key takeaway as it relates to our work is that, unlike in the two-

step model, proportionality is not guaranteed by the EVAAS® approach. That said, the approach could be easily 

adjusted to make the output proportional. See Ballou et al. (2004) for more information about EVAAS® (note that 

Ballou et al. (2004) argue against imposing proportionality). 
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influence of factors outside of the control of schools to the “performance” measures. That is, some of 

the highest-ranked schools on the vertical axis may not be performing particularly well; and 

alternatively, some of the lowest-ranked schools may be performing quite well when one considers the 

context in which they are operating. 

By way of comparison, Figure 2 displays growth metrics for the same schools as in Figure 1 using 

the three different approaches discussed above.17 Again, we order schools along the horizontal axis by 

their share of students eligible for free/reduced-price lunch. The first panel shows schools’ median 

student growth percentiles (SGPs). As noted previously, the SGP framework is a commonly-adopted 

version of what we refer to as a “sparse” growth model. In the typically-estimated SGP framework, the 

model conditions on as many prior same subject test scores as are available for the student to construct 

a comparison “peer group.” Students with as few as one prior test score are included. The SGP plot 

shows that a substantial portion of the negative relationship between test score levels and student 

disadvantage disappears when prior test scores are accounted for – that is, when we move from a 

levels-based to a growth-based evaluation. Nonetheless, a clear negative relationship between growth 

and student poverty remains.  

The next panel shows analogous output from the one-step fixed effect VAM. The scale on the 

vertical axis changes as we move from estimates measured as percentiles to estimates measured in 

standard-deviation units (as in the VAM), but the negative relationship remains.  

The last panel in Figure 2 plots the school-level growth estimates from the two-step VAM. By 

construction, the proportional model breaks the correlation between achievement and the poverty 

measure, resulting in the flat-lined picture shown in the figure. That is, high- and low-poverty schools 

are roughly evenly represented throughout the school rankings based on the two-step model. The even 

                                                 
17

 None of the estimates in Figures 2 or 3 are shrunken. The reason is that it is not clear how one would shrink the 

SGP estimates, and for illustrative purposes we want to maintain as much comparability as possible across models. 

Our arguments do not depend substantively on whether the VAM estimates are shrunken or not. 



 

 

13 

 

 

representation comes from the fact that differences in schooling environments and school 

characteristics, including poverty share, are partialed out before the growth measures are estimated.18 A 

notable feature of the flat-lined picture is that there is still considerable variability in the estimates 

within any vertical slice in the graph. That is, even when schools are compared to other observationally-

similar schools, large differences in annual test-score growth are clearly visible.19 

 Overall, the scatter plots in Figure 2 show that there are important differences in the 

results from the three classes of models that we consider. This fact is somewhat masked by the simple 

correlations between the estimates from the different models, which we present in Table 1. The 

correlations in the table may seem high; however, the differences in output across the models 

corresponding to these correlations are nontrivial because the types of schools that do well (or poorly) 

in each model differ in systematic ways.  

Tables 2 and 3 provide more details about the differences in results across models. First, Table 2 

contrasts the share of disadvantaged schools in the analytic sample with the share in the top quartile of 

the rankings from each growth model. Disadvantaged schools in Table 2 are defined as those with at 

least 80 percent of students eligible for free or reduced-price lunch.20 In the full evaluation sample, 13.3 

percent of Missouri schools are identified as disadvantaged by this definition. Consistent with the visual 

                                                 
18

 The representation is not exactly even because of weighting. If we estimate the model using a single year of 

outcome data and assign a school-level growth measure to each student, then correlate the school-level growth 

measures and school characteristics using the student weights, the correlations are precisely zero by construction. 

However, when we correlate the aggregated school characteristics with the school-level growth estimates from our 

models, the weighting deviates from the student weights (there is one observation per school, rather than per 

student), which leads to small non-zero correlations. An additional complication is that the number of student 

observations in each school varies by year. The lack of precise proportionality in the two-step model derives from a 

combination of the above factors, along with the fact that we do not include a control for the five-year average of the 

aggregated school characteristics directly in the model (note that including five-year school averages in the first-

stage estimation would lead to zero correlations weighted at the student-level, but would not lead to zero 

correlations at the school-level). As we discuss below, precise proportionality can be achieved with one additional 

regression step where the school effects themselves are the unit of analysis. Further information on this issue is 

available from the authors upon request. 
19

 The graphs in Figure 2 are also consistent with recent evidence from Sass et al. (2012), who analyze teacher 

quality at high and low poverty schools. They find that there is more variation in teacher effectiveness at high-

poverty schools. Our school-level growth measures show a similar pattern of increasing variability at higher levels 

of student poverty. 
20

 The findings reported in Table 2 are not qualitatively sensitive to how disadvantaged schools are defined. 
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representation in Figure 2, clear differences emerge across the models. Using median SGPs, 

disadvantaged schools are meaningfully underrepresented in the top quartile. Alternatively, the two-

step model produces rankings where disadvantaged schools are slightly overrepresented.21 The one-step 

model is an in-between case where high-poverty schools are somewhat underrepresented in the top 

quartile of performance, but less so than in the SGP rankings.22 

Next, in Table 3, for each model we identify all top-quartile schools that are not identified as 

top-quartile schools in the other models. These “non-overlapping winners” provide an alternative 

illustration of the differences in output. Again, consistent with what can be seen from Figure 2, the first 

two models are much more likely to identify advantaged schools as being in the top quartile relative to 

the two-step model.  For example, top-quartile schools as identified by SGPs that are not identified as 

top-quartile schools by the proportional model have, on average, 32.8 percent of their students eligible 

for free/reduced-price lunch. Conversely, 69.7 percent of students are eligible for the lunch program at 

top-quartile schools as identified by the two-step model but not by SGPs. 

The substantive differences illustrated in this section naturally lead to the question of which 

model should be used for evaluating school performance. It is this question that figures prominently in 

policy discussions in many states and school districts across the nation, and to which we now turn. 

V. Model Selection  

In this section we compare the three modeling options with respect to their alignment with the 

three policy objectives that we outlined above: (1) elicit optimal effort from personnel (i.e., teachers and 

administrators), (2) send signals to schools that will lead to improved instruction, and (3) avoid 

                                                 
21

 Again, the output from the two-step model is not precisely proportional because of weighting issues related to our 

use multiple years of data and our ex post evaluation of school-level estimates obtained from a student-level 

regression (see footnote 17). If desired, precise proportionality in the output could be achieved by using the residuals 

from an auxiliary school-level regression of the estimated school effects on panel-average school characteristics. 
22

 Goldhaber et al. (2012) report qualitatively similar findings in a series of comparisons between SGPs and one-step 

VAMs. Their analysis focuses on growth measures for individual teachers. They do not evaluate a proportional 

model. 
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exacerbating the weak labor-market position of disadvantaged schools. We argue that the proportional 

model is preferable for use in achieving each of these objectives. 

5.1  Eliciting Optimal Effort from Personnel 

 A large and growing literature in personnel economics focuses on the importance of sending the 

right performance signals to employees (or more generally, “agents”). An important paper that links this 

literature to K-12 education is Barlevy and Neal (2012), which focuses on the efficient design of incentive 

pay for teachers.23 One finding from their study is that systems based on percentile rankings, which are 

ordinal, are in many contexts preferred to systems that incorporate cardinal information, such as those 

discussed in the VAMs above. The primary advantage of the ordinal percentile measures is that they do 

not depend on the scaling of the exam. This reduces the need to worry about vertical alignment and, 

according to the authors, reduces the incentive to “corrupt” the testing measures by teaching to 

particular forms of tests. Indeed, Barlevy and Neal note favorably the attractive features of the SGP 

approach in this regard.24 

 However, a key finding in the larger personnel economics literature, noted by Barlevy and Neal, 

is that it is of great importance to set up the right comparison groups for the evaluation.25 The intuitive 

argument is that if competitors are placed in competition with players against whom they have no hope 

of winning, incentives will weaken for everyone. Experimental evidence on tournaments supports this 

thesis. For example, Schotter and Weigelt (1992) draw on the tournament literature to examine the 

incentive effects of affirmative action programs. They employ games designed to mimic tournaments 

that “level the playing field” and deter disadvantaged agents from dropping out. Done properly, these 

                                                 
23

 A seminal paper in the larger incentive design literature is Lazear and Rosen (1981). A widely cited, although 

somewhat dated, survey of this literature is Prendergast (1999).  
24

 The argument is that the move to ordinal performance measures will allow test makers to become less predictable 

by freeing them from attempting to align scores vertically across tests. Although not common practice currently, it 

would be straightforward to estimate VAMs that are designed for ordinal comparisons. 
25

 Barlevy and Neal (2012) routinely refer to equally-circumstanced peers as peers with similar prior achievement, 

but this is somewhat misleading. In several places, they elaborate on what they actually mean by this terminology, 

which is that peers should be in similar circumstances in general, not just in terms of prior test scores.  



 

 

16 

 

 

types of “asymmetric tournaments,” as they are called in the literature, have the effect of raising the 

effort level of all agents, including those in advantaged groups. 

 A central lesson from the studies in this literature is that the right signal must be sent to agents 

in different circumstances. This signal need not be a direct measure of absolute productivity; instead, it 

should be an indicator of performance relative to equally-circumstanced peers. By leveling the playing 

field, the proportional model achieves this objective. In contrast, the SGP and one-step VAM approaches 

do not result in balanced comparisons across school types and in fact, favor the advantaged group, 

which runs counter to the goal of eliciting optimal effort.26   

From an incentive-design perspective, then, previous research in economics has established that 

comparisons from a proportional model are preferable. However, it is worth noting that the small body 

of evidence we have on the potential for incentives to improve educator effort in the United States is 

mixed. Springer et al. (2010) conduct an incentive experiment for teachers in Tennessee and find no 

discernible effort effects. One explanation for this result, consistent with teacher responses to surveys, 

is that teachers were already supplying considerable effort prior to enrolling in the incentive program. In 

contrast, Imberman and Lovenheim (2012) use variation across teachers in the strength of the 

performance incentives to which they are exposed to show that teachers who face stronger incentives 

are more productive than teachers who face weaker incentives. Although there is still much work to do 

in this area, it seems likely that policymakers will prefer a system that encourages more effort from 

education personnel over a system that encourages less, an objective which is best achieved by creating 

balanced comparisons.27 

                                                 
26

 Some states using SGPs as part of their accountability systems attempt to deal with this issue by creating league 

tables ex post, i.e., only comparing similar looking schools to one another after the fact. Although such a system is 

not an unreasonable compromise given the nature of the growth measure chosen, the field leveling is likely to be 

more statistically accurate and comprehensive if done ex ante (such as in the two-step model), as well as being less 

susceptible to corruption from political pressure. 
27

 The mixed evidence on effort responses to incentives in the United States is in contrast with consistent 

international evidence that incentives increase effort, notably Duflo, Dupas and Kremer (2012) and Muralidharan 

and Sundararaman (2011). 
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5.2 Useful Instructional Signals 

Growth models can be used to improve instruction in K-12 schools by reinforcing positive 

educational practices and discouraging negative ones.28 For example, a positive performance signal from 

the growth model might encourage a school to continue to pursue and augment existing instructional 

strategies. Alternatively, a negative signal can provide a point of departure for instructional change 

and/or intervention. Furthermore, informative signals throughout the system can be used to improve 

system-wide instruction. As an example, an underperforming school may benefit from observing a 

school that is performing better, but this benefit will only be attainable if the system provides useful 

information to direct educator-to-educator learning (i.e., if the system tells educators who should be 

learning from whom). The signaling value of an evaluation system is particularly important when it is 

difficult for individual schools to assess their performance, and the performance of others, by other 

means.  

In terms of providing useful performance signals, we argue that the two-step model is again 

preferable. This is true regardless of whether the two-step estimates are “overcorrected” per the 

discussion in Section 2.3. Put differently, even if the two-step estimates mask differences in absolute 

performance across schools in different contexts, they still facilitate context-conditional comparisons, 

which are sufficient to send performance signals to schools that can be used to improve system-wide 

instruction.  

To illustrate, assume for the moment that high-SES schools really are more effective at raising 

student achievement, a fact that would be masked by the output from the two-step model. A potential 

mechanism supported by previous research is that high-SES schools have access to a stronger labor 

                                                 
28

 In the context of teacher evaluations, recent evidence from Taylor and Tyler (2011) shows that evaluation systems 

can lead to improved educational performance. The teacher-evaluation system studied by Taylor and Tyler is 

significantly more involved than a system that simply provides growth measures to schools or teachers. Still, it 

establishes the potential for instructional improvements to arise from evaluation systems in education. The Talyor 

and Tyler (2011) study is agnostic about why the program they study was successful; their research design cannot 

identify the specific component(s) of the evaluation system that caused the improvements in teacher performance. 
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market (Boyd et al., 2005; Koedel et al., 2011; Jacob, 2007; Reininger, 2012). For this reason, it may be 

that high-SES schools really do have better teachers and administrators, and therefore, produce more 

test-score growth.  

There are three primary factors that determine personnel quality in a given school: (1) the 

quality of the applicant pool, (2) conditional on the quality of the applicant pool, the success of the 

school in selecting the best applicants, and (3) teacher retention. Disadvantaged schools have access to 

lower-quality applicants for many reasons, most of which are outside of their control (Boyd et al., 2005; 

Jacob, 2007; Reininger, 2012). Hence, if there are large disparities in applicant-pool quality between 

advantaged and disadvantaged schools, and disadvantaged schools do not have any levers to pull to 

meaningfully improve applicant quality, an evaluation system that provides “performance signals” based 

in part on this feature of the labor market will be of little value for improving instruction. A similar 

argument holds if context is an important determinant of teacher retention, as is suggested by 

Hanushek et al. (2004) and Lankford et al. (2002). 

Other examples can be readily imagined. One possibility touched on in Section 2.2 is that the 

learning environments in high-SES schools may facilitate the use of effective instructional practices that 

are infeasible at low-SES schools. While these examples are useful for their simplicity, the more-general 

issue is that advantaged and disadvantaged schools differ along many dimensions. These dimensions 

likely influence what constitutes effective “practice” in schools, which we define broadly to include 

curriculum implementation, instructional practice, personnel practice, and all other day-to-day decisions 

that combine to create the educational environment in schools. Designing an evaluation system that 

sends performance signals to schools that can be predicted ex ante with easily observable measures of 

student disadvantage ignores all of the dimensions by which different types of schools are segmented. 

The research literature does not provide concrete guidance for what different types of schools should be 

doing to improve achievement – in fact, it is not clear that this is the type of information that 
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researchers can provide. However, what researchers can do is help state and local education agencies 

evaluate performance conditional on the contexts in which schools are operating.  

Figure 3 provides a concrete example of the types of problems that can arise from an evaluation 

system that does not maintain proportionality. In the figure, we take one high-poverty school and one 

low-poverty school and highlight the placement of each school in each plot from Figure 2. To protect the 

anonymity of the schools, we call the high-poverty school “Rough Diamond” and the low-poverty school 

“Gold Leaf.” Beginning with Rough Diamond, if we take a vertical slice in the area of Rough Diamond in 

any of the pictures in Figure 3, it is clear that Rough Diamond is performing well compared to similar 

schools. Few schools that look anything like Rough Diamond in terms of student poverty do 

meaningfully better, and many do worse. A concrete question that should be at the forefront in the 

design of the evaluation system is this: What signal should be sent to Rough Diamond? 

The SGP and one-step fixed effects models send similar performance signals to Rough Diamond 

– both negative. For example, the median SGP for Rough Diamond, coupled with its status in test score 

levels (not shown), would put it in the “needs improvement” quadrant in the standard SGP bubble chart. 

Similarly, in the one-step fixed effects model, Rough Diamond would get a growth rating that is below 

average. Given the signal from either of these models, Rough Diamond might feel pressure to make 

substantial changes to the delivery of instruction in response to the negative performance rating.29 

However, whatever Rough Diamond is doing seems to be working quite well in the environment in 

                                                 
29

 At the other end of the spectrum, Rough Diamond could choose to ignore the performance signals provided by the 

non-proportional models. Although doing so may well be preferred in Rough Diamond’s case, clearly any 

widespread dismissal of performance signals is antagonistic to the goal of improving system-wide instruction as part 

of an evaluation system. We also note that any real-world system will be based on multiple performance measures. 

We are not advocating that schools and/or teachers respond entirely to output from growth models without 

confirmation from alternative measures. Nonetheless, for the purpose of determining what types of measures should 

be incorporated into evaluation systems, it is useful to consider how schools and/or teachers might respond to the 

information contained by each measure in isolation. 
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which it is operating; put differently, if Rough Diamond were to start over completely, in expectation it 

would do worse.30  

In contrast, the two-step model sends a positive signal to Rough Diamond. We argue that this is 

the right signal, in the sense that it should encourage Rough Diamond to continue to pursue and refine 

its current instructional and personnel strategies, which have placed it well above average relative to 

observationally similar schools.  

By virtue of choosing a growth model, the signal that is sent to Rough Diamond (or any other 

school in similar circumstances) is largely at the discretion of policymakers. The choice of model 

determines whether Rough Diamond receives a signal from the evaluation system that reinforces 

current practices, or whether the system indicates to Rough Diamond that its performance is 

underwhelming. Similarly, it determines whether principals from other low-performing schools in similar 

contexts will be encouraged to look at Rough Diamond as an example for how they might improve 

instruction at their own schools.  

For Gold Leaf the opposite story holds. In the SGP and one-step models, Gold Leaf is identified 

as a school with above-average growth. As a result, other schools might be encouraged to look to Gold 

Leaf as an example school given the output from these models. However, as can be seen clearly in 

Figure 3, Gold Leaf is among the lowest performing advantaged schools in the state. A plausible scenario 

is that Gold Leaf is doing a poor job hiring effective educators conditional on the quality of its applicant 

pool, but continues to perform better than average because its pool is so strong.31 More generally, the 

fact that Gold Leaf outperforms Rough Diamond need not be informative at all about the context-

specific performance of either school. Put differently, would it make sense to bus teachers and 

                                                 
30

 Here we use the word “expectation” in the statistical sense. To say this differently, if the personnel at Rough 

Diamond were to be completely relocated and the instructional strategy completely rebuilt from the ground up, the 

data suggest that, conditional on the types of students who attend Rough Diamond, its performance would decline. 
31

 This, of course, is one of many possibilities, per the above discussion. Also note that differences in applicant-pool 

quality are likely to be relevant in school-leader labor markets (Koedel et al., 2011). 
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administrators from Rough Diamond to Gold Leaf so that they can observe a “high performing” school? 

Is Gold Leaf really an appropriate model school for Rough Diamond to emulate? 

The challenges facing disadvantaged schools include the direct difficulties associated with 

teaching students who receive lower quality non-schooling inputs, and also the indirect challenges 

related to educator labor markets, funding discrepancies, etc. that come with being in a disadvantaged 

area. It is difficult to understand how a system that ignores these issues and attempts to signal to all (or 

nearly all) disadvantaged schools that they must perform better will help improve instruction. A 

potentially harmful consequence of such a system is that it could result in a perpetuating cycle of the 

destruction and re-invention of instructional practices at disadvantaged schools, whether these 

practices are effective or not (conditional on circumstance). Alternatively, a system that differentiates 

schools conditional on disadvantage can highlight the large performance differences among 

observationally similar schools across the school spectrum. These differences clearly exist and are 

illustrated by the large variation within any vertical slice in any of the plots in Figures 2 and 3.32 There is 

the potential for much learning to occur across observationally similar schools and for subsequent 

improvements in overall instruction, but only if the output from the evaluation system provides useful 

signals with regard to which schools are performing well and which schools are performing poorly, 

conditional on the real-world contexts in which they operate. 

5.3 Teacher Labor Markets 

As noted above, it is well-established that schools in poor areas are at a competitive 

disadvantage in the labor market. As stakes become attached to school rankings based on growth 

models, systems that disproportionately identify poor schools as “losers” will make positions at these 

schools even less desirable to prospective educators. Policymakers should proceed cautiously with 

implementing an evaluation system that will further degrade the pecuniary and non-pecuniary benefits 

                                                 
32

 Deming et al. (2012) show that quality differences between observationally similar schools meaningfully impact 

long-term student outcomes. 
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associated with working in challenging educational environments. An important benefit of the 

proportional model is that the “winners” and “losers” from the evaluation will be broadly representative 

of the system as a whole (see Table 2).33  

VI. Other Considerations 

One concern with the two-step model, or other models that level the playing field across 

schools, is that it will “hide” inferior performance at disadvantaged schools. Although we understand 

and appreciate the spirit of this concern, in our view it is misguided. A model along the lines of the two-

step VAM can be adopted in conjunction with reporting on test scores levels, and in fact, state- and 

district-level evaluation systems that incorporate test-score growth also typically have a test-score-levels 

component. The reporting on test-score levels will allow policymakers to clearly see absolute differences 

in achievement across schools, and proficiency gaps that are unadjusted for student or school 

characteristics, regardless of which growth model is adopted. Dual reporting of similarly-circumstanced 

comparisons along the lines of those produced by the two-step model, in conjunction with information 

about absolute achievement levels, is desirable because it allows for the transmission of useful 

instructional signals. For example, a poor school that is performing well, like Rough Diamond, can be 

encouraged to continue to refine and improve an already-effective instructional strategy (in terms of 

raising test scores compared to similar schools) but still be reminded that their students are not scoring 

sufficiently high relative to an absolute benchmark. The latter information need not disappear in any 

evaluation framework.34  

                                                 
33

 If the current personnel at disadvantaged schools truly are less effective, the two-step model will provide equity-

enhancing incentives that encourage teachers and principals to move into disadvantaged schools. The reason is that 

it will be easier for personnel in disadvantaged schools to positively distinguish themselves within an evaluation 

system that relies on a proportional model.  
34

 This type of dual reporting may also help highlight the need for policy intervention at a higher level. For example, 

one could imagine a system that combines the information in Figure 1 with the information in the third panel of 

Figure 2. Side-by-side reporting of this information would reveal that even the most effective disadvantaged schools, 

per the similarly-circumstanced comparisons, are falling short of achieving targeted test score levels. An implication 

is that closing the achievement gap at these schools will likely require outside intervention; put differently, the data 
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A related concern is that a proportional model will lower expectations for students in 

disadvantaged schools (and additionally, for disadvantaged students through the use of student 

covariates). However, it is important to recognize that setting expectations for individual students is not 

the purpose of the models that we consider here. The purpose is solely to achieve the three evaluation-

system objectives outlined above. Philosophically, policymakers may not want to lower expectations for 

disadvantaged students. If this is the case, then the proper approach to student-level evaluation is to set 

fixed success benchmarks for all students and evaluate progress toward those benchmarks. None of the 

three growth models that we consider here are designed to achieve this objective. For example, even 

the sparse model allows for different growth targets for different types of students by conditioning on 

individual prior achievement.35 This issue highlights the importance of framing the purpose of the 

growth model. Given the objectives outlined above, proportionality is a desirable property of an 

effective growth model couched within the context of an evaluation system for education personnel. 

Models used for other purposes may need to be designed differently.  

We also note that there are a number of ways to achieve proportionality beyond following the 

exact two-step approach we use here. For example, any output from an initial model that does not 

achieve proportionality can always be regression-adjusted ex post.36 Also, one could design proportional 

models within the percentiles framework used by Barlevy and Neal (2012) and Betebenner (2011), 

which would facilitate ordinal rather than cardinal comparisons between students. This could be 

achieved by converting all student scores to percentiles before the first-step regression and would be 

                                                                                                                                                             
indicate that behavioral changes by the personnel currently working in these schools are unlikely to be sufficient to 

raise achievement to the desired level if they are not accompanied by other interventions.   
35

 This is an empirically accurate statement, although conceptually policymakers may find it more palatable to 

distinguish between conditioning on prior achievement and conditioning on student demographics. For example, 

empirically, African American students have lower test scores on average than white students. By conditioning on 

prior individual achievement, even the sparsest growth model is implicitly allowing for variable growth targets 

between African American and white students. 
36

 In fact, our two-step model is not precisely proportional due to weighting issues (see footnote 17). If we wanted to 

achieve precise proportionality (where the correlations between school characteristics and the growth measures were 

all exactly zero), we could perform a school-level regression of the estimated two-step growth measures on panel-

average school characteristics and use the residuals. 
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particularly desirable in circumstances where the scaling properties of the exam are suspect, which prior 

research suggests is a common problem (Ballou, 2009). If scores were converted to percentiles, then the 

output from the first step of the model would be interpretable as conditional performance percentiles 

for students. 

VII. Conclusion  

We examine three approaches to modeling student test score growth – Student Growth 

Percentiles (SGPs), a one-step VAM, and a two-step VAM. These models reflect the spectrum of choices 

for policymakers in their efforts to design evaluation systems for schools and teachers. All three 

approaches produce growth measures that are highly correlated (0.82 – 0.85). The high correlations, 

however, mask an important difference. A key distinguishing feature of the two-step approach is that it 

produces growth rankings that are proportional to the evaluation sample. Put differently, the two-step 

approach levels the playing field across schools so that “winners” and “losers” are representative of the 

system as a whole. When one considers the key objectives of evaluation systems in education, the 

proportionality property of the two-step model is highly desirable. 
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Tables and Figures 

 

Figure 1.  School-Average Test Scores Plotted Against School Shares Eligible for Free/Reduced-

Price Lunch 

 

 
           Correlation:  -0.68 
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Figure 2. School Growth Measures from Each Model Plotted Against School Shares Eligible for 

Free/Reduced-Price Lunch. 

 

  
Correlation:  -0.37  Correlation:  -0.25 Correlation: - 0.03 
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Figure 3. School Growth Measures from Each Model Plotted Against School Shares Eligible for 

Free/Reduced-Price Lunch, with Highlighted Example Schools. 

 

  
Note: Correlations are the same as in Figure 2. 
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Table 1. Correlations in School-Level Estimates Across Models. 

 SGP One-step fixed effects Two-step fixed effects 

SGP 1.00 0.82 0.85 

One-step fixed effects -- 1.00 0.84 

Two-step fixed effects -- -- 1.00 

 

 

 

 

 

 

Table 2. Representation of High-Poverty Schools in Top Quartile of Growth Estimates.  

 SGP One-step fixed effects Two-step fixed 

effects 

Share of high-poverty schools 0.042 0.104 0.152 
Note:  The share of high poverty schools in the overall analytic sample is 0.133. 

 

 

 

 

 

 

 

Table 3. Average Share of Students Eligible for Free/Reduced-Price Lunch in Non-Overlapping 

Top-Quartile Schools Across Models. 

 Outside of Top Quartile:  

SGP 

Outside of Top Quartile:  

One-step FE 

Outside of Top Quartile:  

Two-step FE 

Top-Quartile: SGP -- 47.7 32.8 
Top-Quartile: One-step FE 52.4 -- 29.2 
Top-Quartile: Two-step FE 69.7 60.5 -- 
Note: See text for a description of “non-overlapping top-quartile schools.” 
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Appendix A 

Data Description 
 

Table A1.  Data Details. 

Student-Level  
Number of student test score pairs used in the model 1,572,601 

Percent free/reduced-price lunch eligible 45.1% 

Percent American Indian 0.4% 

Percent Asian/Pacific Islander 1.8% 

Percent Black 17.4% 

Percent Hispanic 3.7% 

Percent White 76.4% 

Percent Multi-Racial 0.3% 

Percent Female 48.9% 

Percent of students with an individualized education plan (IEP) 13.2% 

Percent of students with limited English proficiency 2.4% 

Percent of mid-year building switchers 4.2% 

Percent of students with missing lagged mathematics MAP score 0.3% 

Percent of students with missing lagged communication arts MAP 

score 

0.5% 

 

School-Level 

 

Number of schools for which a school effect was estimated 1,846 

Average percent F/RL eligible 48.2% 

Average percent minority 22.4% 

Average percent female 48.3% 

Average percent of students with an IEP 15.0% 

Average percent of students with limited English proficiency 2.0% 

Average percent of students who switched buildings mid-year 6.7% 
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Appendix B 

Constructing a Sparse VAM to Approximate Median SGPs 

 
In this appendix we briefly show that a simple, sparse VAM can be constructed – within 

the linear-regression framework – to produce school-level growth measures that are very similar 

to the median SGPs shown in the text. We construct our linear sparse model to contain the same 

information that is used for the median SGPs. Specifically, we predict students’ current scores as 

a function of their prior score histories (in the same subject) and include indicator variables for 

missing test-score information. The model is run separately by year and grade and estimated via 

ordinary least squares (OLS). The fullest specification of the model is given by the following 

equation (estimated for grade-8 students in the final year of the data panel): 

 
0 ( 1) 1 ( 2) 2 ( 3) 3 ( 4) 4 ( 5) 5

( 1) 6 ( 2) 7 ( 3) 8 ( 4) 9 ( 5) 10

ijt ij t ij t ij t ij t ij t

ij t ij t ij t ij t ij t ijt

Y Y Y Y Y Y

MS MS MS MS MS

     

     

    

    

      

    
 (B.1) 

In equation (B.1) ijtY  is a test score for student i in subject j in year t, and ijtMS  is an indicator 

variable equal to one if the score in that year and subject is missing for student i.
37

 As mentioned 

previously, the equation shows the full model that we estimate for grade-8 students in the final 

year of our data panel; for earlier years and grades we remove lagged-score controls as 

necessary.  

In a second step we group the residuals from equation (B.1) by school and take the 

median residual for each school, which we use as the growth measure. Note that one could 

construct a sparse VAM that reflects SGPs even more closely (for example, one could use 

indicator variables for “peers” with similar score histories in place of the lagged-score controls), 

                                                 
37

 In cases where kjtMS  is equal to one for period k, ijkY  is set to the sample average score. 



 

 

35 

 

 

but as we show below, the specification above is sufficient to produce estimates that are very 

similar to the median SGPs. 

Appendix Table B.1 shows that the correlation between the median SGPs and sparse-

VAM estimates is 0.97. Appendix Table B.2 replicates Table 2 from the main text, showing that 

the degree of underrepresentation for high-poverty schools in the top quartile of school rankings 

is similar using the sparse-VAM and SGP frameworks. Finally, Appendix Table B.3 shows 

correlations between the estimated growth measures from each model and the school-level share 

of students eligible for free/reduced-price lunch (the correlations for SGPs and the one- and two-

step VAMs are as reported in Figure 2). The strong similarity between median SGPs and the 

sparse-VAM estimates is again apparent.  

Overall, this appendix shows that there is nothing particularly special about the SGP 

framework in the sense that it does not produce output that meaningfully differs from a simple 

value-added model based on similar information. Thus, the proportionality issue raised in our 

study generalizes beyond SGPs to other sparse models.  
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Appendix Table B.1. Correlations in School-Level Estimates Across Models. 

 SGP One-step fixed 

effects 

Two-step fixed 

effects 

Sparse VAM 

SGP 1.00 0.82 0.85 0.97 

One-step FE -- 1.00 0.84 0.80 

Two-step FE -- -- 1.00 0.82 

Sparse VAM -- -- -- 1.00 

 

 

 

 

Appendix Table B.2. Representation of High-Poverty Schools in Top Quartile of Growth 

Estimates.  

 SGP One-step fixed 

effects 

Two-step fixed 

effects 

Sparse VAM 

Share of high-poverty schools 0.042 0.104 0.152 0.050 
Note:  The share of high poverty schools in the overall analytic sample is 0.133. 

 

 

 

 

 

Appendix Table B.3. Correlations Between the School-level Share of Students Who are Eligible 

for Free/Reduced-Price Lunch and School-Effect Estimates from Four Different Models.  

 SGP One-step fixed 

effects 

Two-step fixed 

effects 

Sparse VAM 

Correlation with FRL share -0.37 -0.25 -0.03 -0.38 
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Appendix C 

Within/Between Variance Decompositions  

for Key School-Level Composition Variables 
 

In this appendix we decompose the total variance for two school-level control variables: 

(1) the share of students who are eligible for free/reduced-price lunch, and (2) the share classified 

as disadvantaged minorities (African American or Hispanic). Note that the one-step VAM 

identifies the parameters on the school-level control variables using only within-school variance.  

Appendix Table C.1 shows that most of the variance in both of these variables occurs 

between schools. This means that only a small fraction of the total variance in these variables is 

used for identification in the one-step VAM.
38

 Alone, these decompositions do not provide 

conclusive evidence to dismiss the possibility that the one-step VAM can adequately control for 

schooling environments. However, in conjunction with the discussion we provide in Section 2.2, 

they do raise questions about the extent to which this variation can truly be used to capture key 

aspects of schooling environments that are likely to influence student achievement. As we note 

in the text, mechanical identification is not a sufficient condition to ensure that the parameters of 

interest are properly identified in standard value-added models.  

 

  

                                                 
38

 Although most of the variance occurs between schools for both variables, the between variance share is much 

larger for the FRL variable. A key reason is that our data panel spans the Great Recession. If we perform similar 

variance decompositions using data entirely from either before or after the Great Recession, the within-between 

decompositions look similar for both variables, and much more like what we show for the minority share in 

Appendix Table C.1. 
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Appendix Table C.1. Within- and Between-School Variance Decompositions for the School-

Level Shares of Students Who are Eligible for Free/Reduced-Price Lunch and Who are 

Disadvantaged Minorities. 

 Total 

Variance 

Between 

Variance 

Between 

Variance 

Share 

Within 

Variance 

Within 

Variance Share 

FRL Share 520.5 463.9 89.1% 56.6 10.9% 

Minority Share 893.6 883.6 98.9% 10.0 1.1% 
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