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Abstract 
 

The clinical teaching experience is one of the most important components of teacher preparation. Prior 

observational research has found that more effective mentors and schools with better professional 

climates are associated with better preparation for teacher candidates. We test these findings using an 

experimental assignment of teacher candidates to placement sites in two states. Candidates who were 

randomly assigned to higher quality placement sites experienced larger improvements in performance 

over the course of the clinical experience, as evaluated by university instructors. The findings suggest that 

improving clinical placement procedures can improve the teaching quality of candidates. 
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Introduction 

Teacher preparation has emerged as a high profile area of focus for reforms of policy and 

practice (AACTE, 2010). The clinical practice that teacher candidates complete as a requirement 

for teaching in most states is seen as foundational to their development (AACTE, 2018, NCATE, 

2010); indeed, it has been identified as “a key component—even ‘the most important’ 

component—of pre-service teacher preparation” (Anderson & Stillman, 2013, p. 3). Yet it is this 

aspect of teacher preparation that has been judged by some to be lacking, particularly with 

regards to ensuring that student teachers receive high quality mentoring during their internships 

(AACTE, 2010; NCATE, 2010).  

The role of clinical placements are potentially profound as the guidance and evaluations 

provided by mentor teachers to student teachers is usually the first official counseling and 

feedback that teacher candidates receive in an authentic classroom setting.1 An emerging body of 

observational research documents associations between the quality of a candidate’s internship 

placement, as measured by mentor effectiveness or school quality, and their future performance 

in the classroom (Goldhaber, et al., 2018; Ronfeldt, 2015; Ronfeldt et al., 2018a, Ronfeldt et al., 

2018c). Importantly, however, there is little causal evidence about the ways that mentors or 

clinical placements influence teacher candidates.  

 In this study, we draw on data from a within teacher education program (TEP) 

randomized control trial to assess the causal relationship between the quality of internship 

placements and the development of teaching skills. As part of the experiment, we randomly 

assigned candidates to two lists of potential placements that differed in measures of teacher and 

school quality. During the internship university field instructors and mentor teachers provided 

regular assessments of candidates’ teaching practice using observational rubrics aligned with 
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inservice teacher evaluation frameworks. Prior research has found that such preservice 

evaluations can predict inservice effectiveness (Chen et al., 2019), and that there is considerable 

heterogeneity in the rate of improvement among teacher candidates during their internships 

(Vagi, Pivovarova, & Barnard, 2019). We exploit the randomization of teacher candidates to 

either high or low quality placements to study the effects of placement quality on the ratings 

provided by university faculty, henceforth referred to as field instructors.  

We find that candidates randomly assigned to “higher quality” (we describe our 

definitions of quality in the Background section) clinical placements saw greater increases, by 

0.06 standard deviations, in ratings over the course of their internship. This represents 

approximately 12% of the total increase in clinical evaluation scores from the beginning of the 

placement until the end of the placement. Although non-experimental estimates of the 

contributions of individual school and mentor characteristics are imprecise, they suggest that 

mentor teacher experience and, less certainly, school turnover and observational ratings 

positively influence candidates’ observed performance. These findings on teacher candidates are 

consistent with prior observational studies of inservice teacher outcomes suggesting that 

candidates learn measurable teaching skills from higher quality clinical placements (Goldhaber 

et al., 2020a; Ronfeldt et al., 2018a; Ronfeldt et al., 2018b; Ronfeldt et al., 2018c). 

 

Background on Clinical Practice and the Improving Student Teaching Initiative 

Background on Mentor Teachers and Clinical Evaluations 

Numerous qualitative studies (Clarke et al., 2014; Ganser, 2002; Graham, 2006; Hoffman 

et al., 2015; Zeichner, 2009) document the myriad roles mentor teachers play in the development 

of teacher candidates: mentor teachers provide concrete examples of classroom preparation, 
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instructional leadership, and student engagement, and they help induct teacher candidates into 

school practices and processes. Perhaps most importantly, mentors provide teacher candidates 

with feedback about their student teaching, often via formalized clinical evaluations. 

A growing body of research finds evidence that mentor quality matters for the 

development of teacher candidates. Ronfeldt et al. (2018a, 2018c) find positive correlations 

between the observational ratings of mentor teachers and the teacher candidates they mentor, 

who go on to become teachers. Similarly, both Ronfeldt et al. (2018a) and Goldhaber et al. 

(2018) find that the effectiveness of mentor teachers (measured by value added) is significantly 

associated with the later effectiveness of their mentees who enter teaching. And in an 

experimental evaluation of the effects of assigning candidates to more effective mentors, 

Ronfeldt et al. (2018b) find that candidates placed with more instructionally effective mentors 

also report receiving higher quality and more frequent coaching and feedback. 

Precisely how mentors influence mentees is not well-understood, but feedback about 

student teaching is thought to play a role (Glenn, 2006). Surveys of student teachers suggest that 

teacher candidates value feedback from their mentors (Connor and Killmer, 1995). There is some 

quantitative evidence that broadly buttresses the importance of feedback. Boyd et al. (2009) find 

that teachers whose student teaching experiences incorporate significant oversight and feedback, 

and are congruent with their assignments as first year teachers tend to be more effective first year 

teachers. Matsko et al. (2018) find that preservice candidates who reported more frequent and 

higher quality feedback from their mentor teachers felt better prepared to teach at the end of 

preparation. 

Clinical evaluations are likely the first feedback that teacher candidates receive based on 

practice in authentic settings. Evidence from inservice teachers suggests that structured feedback 
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based on evaluations can improve instructional practice (Burgess, Rawall, & Taylor, 2019; Garet 

et al., 2017; Papay, Taylor, Tyler, & Laski, 2020; Steinberg, & Sartain, 2015; Taylor & Tyler, 

2012). Taylor & Tyler (2012) find that students taught by inservice teachers who are evaluated 

over the course of a school year, score 0.10 standard deviations higher on standardized math tests 

than students taught by the same teacher before the evaluation. Moreover, results from a recent 

randomized control trial of inservice teachers demonstrate that low stakes peer performance 

evaluations increase educator effectiveness. Students taught by teachers in the treatment group 

(teachers receiving peer evaluations) scored 0.07 standard deviations higher on standardized 

math and reading tests than those taught by teachers in the control group (Burgess, Rawall, & 

Taylor, 2019). Learning from highly effective teachers via peer evaluations may be especially 

important for educators (Papay, Taylor, Tyler, & Laski, 2020; Taylor & Tyler, 2012). 

Yet there is evidence that the degree to which mentors devote time and energy to 

providing feedback, along with the nature of the feedback, varies a good deal among mentors 

(Borko & Mayfield, 1995; Clark et al., 2014; Mastko et al., 2018). Indeed, a critique of 

university-based teacher education is that there is often little oversight about who is selected to 

serve as a mentor and whether mentor teachers evaluate and provide student teachers with 

feedback (NCTQ, 2016; NCTQ, 2017). However, there are no quantitative studies that link 

mentor characteristics to the clinical evaluations that teacher candidates receive. 

Importantly, student teaching is typically supervised by two kinds of educators: 

university-based field instructors who are employees of the university where the program is 

based, and mentor/cooperating teachers who are teachers employed by local schools/districts in 

which clinical practice takes place (Cuenca, Schmeichel, Butler, Dinkelman, & Nichols, 2011). 

Field instructors are theorized to help student teachers bridge and apply the theory they learn in 
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the didactic portion of their education to their hands-on clinical education (Cuenca et al., 2011). 

Field instructors (also referred to as “university supervisors’) provide “an objective, third-party 

viewpoint in the student teaching triad” (Gareis and Grant, 2014). And it is the clinical 

evaluations of field instructors that we utilize as our measures of student teacher development 

and performance. 

 

Background on the Improving Student Teaching Initiative (ISTI) 

The Improving Student Teaching Initiative (ISTI), the experiment from which we derive 

the data used in this study, was designed to test the effects of different levels of feedback and the 

quality of student teaching placements on teacher candidates’ perceptions of their preparedness 

to teach, preservice evaluations, work plans, and later workforce outcomes. Here we leverage 

data from one of two experiments, the “Placement Initiative,” in which teacher candidates in two 

TEPs in Florida and Tennessee were randomly assigned to higher or lower quality internships, as 

judged based on an index of mentor teacher and internship school characteristics (described in 

greater detail below).2  

The implementation of the Placement Initiative included two key features: within TEP 

randomization3 and the collection of clinical practice evaluations of teacher candidates by 

mentor teachers and field instructors. The Placement Initiative was designed to isolate the causal 

effect of placement quality. Estimating the relationship between internship characteristics and 

teacher candidate outcomes without random assignment could be baised by the matching of 

candidates and internship sites. Krieg, Theobald, and Goldhaber (2016), for instance, find 

evidence that student teachers who have higher basic skills licensure tests are more likely to be 

matched to mentor teachers who also have higher basic skills licensure tests. 
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To account for the concern about the matching process, we randomized candidates to one 

of two lists of placements. We first asked programs to assemble a list of potential internship 

placements in advance. We then matched the host schools and mentor teachers to state 

administrative databases and ranked placements based on three attributes of the mentor teachers 

(experience, observational performance ratings, and a state-supplied measure of teacher value 

added) and two attributes of schools (school value added and turnover rates).4 The attributes of 

the index came from two different states (Florida and Tennessee). Consequently, the measures 

we used differed slightly in each; we combined these measures into single teacher and school 

aggregates.5 We combined the teacher and school aggregates into an overall internship quality 

index, applying a weight of 0.75 to the mentor teacher aggregate and 0.25 to the school-level 

aggregate.  

Teacher candidates were categorized into blocks to accommodate geographic preferences 

(district or county), subject area (e.g. math, social studies, self-contained) and grade level (e.g., 

elementary grades, high school), and programs were encouraged to over-recruit potential mentor 

teachers within each block. We divided internship placements within each block into “higher” 

and “lower” quality lists based on whether the index was above or below the median value in the 

block. In this paper, we refer to the higher list as being higher quality and having more 

“instructionally effective” teachers. But, to be clear, we do not have any direct measures of the 

quality of placements, when we refer to “higher” or “lower” quality placements we are referring 

to higher or lower values of the placement index, which was constructed from measures 

identified in the literature that are associated with “better” student outcomes. After identifying 

the two potential placement lists for each block, we randomly assigned teacher candidates to 

either higher or lower quality placements and returned the two sets of lists to the programs. The 
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programs then assigned candidates to a placement on the assigned list, but we did not request any 

restrictions on how they made those assignments. As we discuss below, there are significant 

differences in the school and teacher characteristics between these two lists and evidence of 

significant differences in treatment. 

 

Data and Sample Description 

Data Sources and Sample 

The Placement Initiative within ISTI was implemented over two school years, 2016-17 

and 2017-18, in two teacher education programs (one program in Florida and one in Tennessee); 

in total it included 398 teacher candidates (95% of whom attended the Tennessee TEP). Of these 

teacher candidates, 8 candidates randomized to the high index list and 12 randomized to the low 

index list either were delayed in the program, did not meet residency requirements, or changed 

majors, resulting in an analytic sample of 369 candidates. Importantly, these candidates were 

dropped from the experiment before beginning their teaching residency and their attrition is not 

likely to be caused by exposure to higher quality placements. In addition, 3 low index and 6 high 

index candidates could not be matched to evaluation data obtained during the experiment. 

We obtained data on mentor teachers from TEPs and state administrative data systems. 

TEPs provided a list of potential mentor teacher recruits with names and school-provided email 

addresses. Using this identifying information, the Florida and Tennessee Departments of 

Education matched these potential mentor teachers to state administrative and evaluation 

datasets. These datasets include information on official state value-added measures, 

observational performance measures, teacher experience, school value-added measures, and 

teacher retention.  



 
 

8 
 

In Tennessee, the Tennessee Value-Added Assessment System (TVAAS) is used as the 

value-added measure, and in Florida, the state uses the Florida Value-Added Model (FVAM).6 

Teacher performance ratings in Tennessee are conducted multiple times throughout the year, and 

the evaluative rubric is provided by the Tennessee Educator Acceleration Model (TEAM).7 

Performance ratings in Florida are developed by districts in accordance with Florida’s “Educator 

Accomplished Practices” (FAC 6A-5.065, 2011), and we utilize the teachers’ final district 

performance rating on a four-point scale. These same administrative records were used to 

construct average school value-added and school level measures of teacher retention.8 As 

described in the ISTI Background section, we employ this data to construct two lists of high and 

low quality teacher candidate clinical placements and randomize candidates to these placement 

lists. 

The evaluation data used as focal outcomes for this study come from the clinical 

evaluations of mentor teachers and field instructors, and was collected from TEPs participating 

in the Placement Initiative. The programs collected this information through web-based teacher 

evaluation tools and provided spreadsheets containing interim and final sets of evaluation scores 

each term. We linked this data to random assignment information we had compiled before each 

placement began. 

Table 1 reports the number of teacher candidates participating in the Placement Initiative, 

as well as summary statistics by treatment status (Panel A). The differences between the teacher 

candidate characteristics in the high- and low-quality placements are generally quite small, 

suggesting that the randomization was successful. But we formally test this using an omnibus 

balance test between high and low index pre-experiment teacher candidate characteristics.9 The 
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p-value of 0.262 reveals no significant differences between teacher candidates by randomization 

status. 

While teacher candidates were randomized to high or low indexed mentor teachers, one 

might still be concerned that there might be systematic matching of field instructors to teacher 

candidate-mentor teacher dyads based upon the quality of the mentor teacher. For instance, if 

field instructors who are “tough graders” when it comes to clinical observation ratings are 

matched to more experienced mentor teachers, we would see a downwardly biased relationship 

between mentor experience and field instructor ratings. To address this concern, in panel C of 

Table 1 we conduct an additional omnibus balance test of field instructors using field instructor 

indicators by the treatment status of their teacher candidates. Results from this test (p-value = 

0.49) indicate that this type of sorting did not occur.10  

Panel B reports the average mentor teacher characteristics by Placement Status, and as 

designed, we see significant differences between the mentor teacher characteristics of teacher 

candidates on the low index placement list compared to the high index placement list. For 

instance, teacher candidates assigned to the high index placement were placed with mentors 

whose average values for the value-added measure, observational performance ratings, and 

experience exceeded the average values of the lower index placement mentors by 0.7 standard 

deviations or more for each measure.11 The differences in school characteristics between the high 

and low index placements are in the expected directions but are far smaller in magnitude than 

those of the mentor teacher characteristics; this is to be expected since, as noted above, the 

overall placement index was more heavily weighted by mentor teacher characteristics (3/4)  than 

school characteristics (1/4). Differences in the overall placement index are presented in Figure 1, 

which shows a kernel density plot of the placement index by whether or not the placement was 
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considered a high index placement for its geographic-grade-subject randomization block. The 

mean difference between the high and low index placements is about 0.6 standard deviations on 

the index value. 

Finally, while not reported in the Table 1, it is worth noting that some of the mentor 

teacher characteristics are significantly correlated within teachers. In particular, the correlation 

between standardized mentor teacher observation ratings and experience is 0.25, and the 

correlation between mentor teacher observation ratings and value added is 0.28. The correlation 

between mentor teacher value added and experience was negative (-0.05) but not significant; this 

is not terribly surprising given the small sample of mentor teachers and the fact that mentor 

teachers were typically well into their careers and thus beyond the period where there is a rapid 

increase in effectiveness associated with gaining additional experience (Papay & Kraft, 2015; 

Rice, 2010).12  

  

Clinical Evaluation Ratings 

Clinical evaluations consist of a score on a number of individual teaching skills (items) 

grouped into different instructional domains. The TEP rubrics from both programs have three 

instructional domains: instruction, environment, and either planning or assessment depending on 

the TEP. The two participating TEPs have 18 and 19 individual items nested within these 

domains (e.g., “Lesson structure and pacing,” “Motivating students,” and “Teacher content 

knowledge”). Field instructors in each TEP scored the items on a different five-point Likert 

scale.13 

The scales describe candidate performance either relative to a standard (e.g., above, 

below, at expectation) or in developmental terms (e.g., beginning, applying, innovating). A 
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teacher candidate receiving the highest evaluation score on an item is considered “Significantly 

Above Expectations” in the Tennessee TEP and “Innovating” in the Florida TEP. The second to 

highest rating uses the terms “Applying [teaching skill] to classroom practice” (in Florida) and 

“Above Expectations” in Tennessee. Whereas the bottom two categories of the scale used the 

terms “[teaching skill] Not Used” and “Beginning” (in Florida) and “Significantly Below 

Expectations” and “Below Expectations” in Tennessee.  

Both states are working to align expectations of teacher candidates with those of 

inservice teachers. As such, the clinical evaluation rubric for student teachers is aligned to the 

evaluation rubric used for inservice teachers. Thus, in Florida, the clinical evaluation rubric is 

similar to Florida’s Educator Accomplished Practices, “Florida's core standards for effective 

[inservice] educators” (Florida Department of Education, 2019). The TEP rubric shares the same 

item level scale as the sample evaluation rubric of inservice teachers provided by the Florida 

Department of Education (FDOE).14 In Tennessee the TEP evaluation rubric used is the same as 

the state’s inservice performance evaluation rubric, the TEAM statewide observational rubric. 

Recall that we have evaluation ratings of mentor teachers as part of their inservice evaluations, as 

well as ratings by both field instructors and mentor teachers of student teachers. To distinguish 

between these, we henceforth refer to ratings of mentor teachers as “inservice evaluation ratings” 

and of student teachers as “clinical evaluation ratings”.  

It is the clinical evaluation ratings of the field instructors that are the focal outcomes of 

this study. In particular, in the analyses we describe below, we focus on whether mentor or field 

placement characteristics affect the clinical evaluation ratings collected by field instructors. We 

have information on these clinical evaluations at the item-level, which we standardize within 

TEP and cohort to have a mean of zero and a standard deviation of 1. In total we have records for 
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20,483 ratings spread across 1,126 observations, with teacher candidates from the much larger 

Tennessee TEP making up 95% of the sample. 

On average we have 2.9 field instructor ratings per teacher candidate, with the first 

evaluation taking place six weeks into the field placement and subsequent evaluations generally 

16 to 20 weeks later; on average, the last evaluation took place 26 weeks into the field 

placement, or toward the end of a year long internship.15 

In Figure 2 we provide the progression of the distribution of item-level evaluation ratings 

by field instructors over observation number (in other words, order of evaluation). The average 

ratings are relatively high in the sense that few use much of the range of the scale. In fact, we 

have combined the lowest two rating score categories (“Significantly Below” and “Below 

Expectations”) into one category for this figure on account of the lowest rating category 

comprising a very small proportion of clinical ratings.16, 17 Ratings are high from the first time 

that teacher candidates are observed. For instance, the first time that teacher candidates receive 

clinical evaluations, over 46% of teacher candidate items are rated “Above” or “Significantly 

Above” expectations. By the third and final observation, over 70% of teacher candidate-items are 

rated “Above” or “Significantly Above” expectations, while less than 3% are “Below” or 

“Significantly Below” expectations. Given the intended alignment between the clinical and 

inservice evaluation rubrics, this could imply that the great majority of teacher candidates are 

receiving the message that they are exceeding expectations on the great majority of teaching 

skills assessed by these rubrics, and this is before they are actually hired as teachers. On the other 

hand, field supervisors and mentor teachers may alter their standards for preservice teachers; for 

example, their criteria for “meets expectations” may be more lenient for preservice candidates 

who are just learning to teach.  
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Notwithstanding the generally high clinical evaluation ratings, we find field instructors 

are more likely to be “tougher graders” of teacher candidate than mentor teachers. In Appendix 

A, we leverage our data to assess the ratings that teacher candidates receive from both mentors 

and field instructors. In a model regressing evaluation ratings on an indicator for the type of rater 

(mentor or field instructor),18 we find, after controlling for the timing of observation, mentor 

teachers are more likely to give the same teacher candidates significantly higher item evaluation 

ratings, by about 0.12 standard deviations. This result comports with the findings of Gareis and 

Grant (2014) that field instructors issue lower early clinical placement evaluations ratings to 

teacher candidates, relative to mentor teachers.  

 

Analytic Approach 

Does a higher quality clinical placement improve the teaching practice of candidates? We 

answer this question by leveraging the random assignment of teacher candidates to either high or 

low index placement lists, outlined in the Background. We implement an intent-to-treat analysis 

of the effect of placement quality on evaluation scores with an indicator for assigned placement 

list, as in Equation (1): 

 𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝛽𝛽1𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖 + 𝛽𝛽2𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 +  𝛽𝛽3𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖 ∗ 𝑂𝑂𝑟𝑟𝑑𝑑𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 +  𝛼𝛼𝑙𝑙𝑙𝑙 + 𝜃𝜃𝑗𝑗 + 𝜔𝜔𝑖𝑖 + 𝜖𝜖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖       (1) 

In Eq. (1), i denotes the individual, l denotes the item, t denotes the timing of the observation (the 

ordinal position of the rating),  j denotes the field instructor, and p denotes the TEP. 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖 is a 

binary indicator for whether or not a teacher candidate was randomized to the high index 

placement list. 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 is the ordinal position (i.e. by date) of the rating within candidate-item 

cells.19 Equation (1) includes item-by-program (𝛼𝛼𝑙𝑙𝑙𝑙), teacher candidate (𝜔𝜔𝑖𝑖), and field instructor 

random effects (𝜃𝜃𝑗𝑗).2021 



 
 

14 
 

We hypothesize that exposure to higher quality clinical placements may have a 

cumulative effect on teacher effectiveness. For instance, Gareis and Grant (2014) found that 

teacher candidates of more highly trained mentor teachers had faster growth in their clinical 

evaluation scores over the course of their clinical placement. We investigate this possibility by 

including in some specifications of Equation (1) an interaction term between 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖 and 

𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. 

Randomization of candidates to placement lists ensures that candidate effectiveness is not 

correlated with treatment status, which would bias estimates of the coefficients in Eq. (1). 

However, even with random assignment of candidates to placement lists there are still three 

primary challenges to interpreting 𝛽𝛽1 as the causal effect of treatment on teaching practice.  

First, field instructors may conflate the preexisting classroom environment with the 

teaching practice of candidates.22 This would be consistent with prior research that has found 

that teachers tend to receive higher observational ratings when they teach in higher achieving 

classrooms (Campbell & Ronfeldt, 2018; Steinberg & Garrett, 2016). To the extent that clinical 

placements from the high index result in more advantaged environments, candidates in such 

schools may systematically benefit in their clinical evaluations. In other words, this could 

potentially bias our estimate of  𝛽𝛽1 upward. 

To address this concern, we modify Equation (1) to include the field instructor’s prior 

item level clinical evaluation ratings, (𝑌𝑌𝑖𝑖𝑖𝑖(𝑡𝑡−1)𝑗𝑗𝑗𝑗), which is depicted in Eq. (2): 

𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝛽𝛽1𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖 + 𝛽𝛽2𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 + 𝛽𝛽3𝑌𝑌𝑖𝑖𝑖𝑖(𝑡𝑡−1)𝑗𝑗𝑗𝑗 +  𝛼𝛼
𝑙𝑙𝑙𝑙

+ 𝜃𝜃𝑗𝑗 +𝜔𝜔𝑖𝑖 + 𝜖𝜖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  (2) 

This specification removes time-invariant differences in candidate quality that may be correlated 

with clinical placements, as well as any potential effects clinical placement quality has on 

teacher candidates through their first clinical evaluation.23 It therefore identifies the effect of 
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high quality clinical placements by comparing the growth rates of candidates assigned to higher 

or lower quality clinical placements. In some specifications, we replace field instructor random 

effects with fixed effects. 

Equation (2)  ameliorates this potential upward bias so long as the influence of classroom 

context on measured (rather than actual) performance is fully accounted for in the first field 

instructor evaluation. This would not be the case if field instructors place more weight on the 

clinical placement quality as the internship progresses or if clinical placement quality was 

perceived to improve over the course of the year (and was reflected in field instructor ratings of 

teacher candidates). We view these possibilities as unlikely because candidates tend to take on 

additional teaching responsibilities over the course of the internship, which suggests that field 

instructors likely place more weight on the skills of the teacher candidates throughout the year.  

A second concern is that mentor teachers may influence the ratings given by field 

instructors. For instance, more instructionally effective mentor teachers may provide 

systematically higher or lower evaluations of their candidates. Although we rely on the clinical 

evaluations collected by field instructors, it is possible that mentors influence field instructor 

ratings by communicating their perceptions of student teachers to the field instructors. As the 

index used to construct the treatment was weighted to reflect mentor teacher characteristics, an 

estimated treatment effect may partially reflect the evaluation standards of the mentor teachers to 

whom they have been assigned. Although we cannot test this directly, in the Threats to Causal 

Interpretation section, we do provide evidence that mentor teachers on the high placement list do 

not provide ratings higher or lower than would be expected given the field instructor evaluations. 

In particular, we use a subset of candidates for whom we have a joint observation conducted by 

the field instructor and mentor teacher and regress the differences in ratings on randomized list 
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placement status and field instructor fixed effects. We do not find systematic differences in 

ratings across placement lists. 

Lastly, although the assignment of mentor teachers was determined by the random 

assignment process, we did not control the assignment of field instructors. It is not clear how 

matching of field instructors to candidates would bias our results. Programs did not know which 

lists contained the higher quality placement, but they did understand the research design and it is 

possible they correctly identified the lists. If they, for instance, compensated for less promising 

placements with better (or more generous rating) field instructors, our estimates would tend to be 

biased downward. However, this does not appear likely in this case. We show in Table 1 that 

individual field instructors are balanced between treatment groups. As an additional check, we 

replicate our main results from Equation (1) replacing the field instructor random effects with 

fixed effects. This specification compares teacher candidates assigned to the same field 

instructor, but across treatment groups, which alleviates the concern of sorting on field instructor 

rating standards by treatment status. Results are robust to this change and are available upon 

request.  

As described above, the treatment (either a high or low quality placement) is a composite 

measure built from both multiple mentor teacher characteristics and school placement 

characteristics. If it appears that higher quality clinical placements improve the teaching practice 

of teacher candidates, an important question is which specific dimensions of clinical placement 

quality improve practice. We attempt to disentangle the effects of high quality clinical 

placements on teaching practice in the descriptive model shown below in Equation (3): 

𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝛽𝛽1𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑖𝑖 +  𝛽𝛽2𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖 + 𝛽𝛽3𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 +  𝛼𝛼𝑙𝑙𝑙𝑙 + 𝜃𝜃𝑗𝑗 + 𝜔𝜔𝑖𝑖 + 𝜖𝜖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  (3) 
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Equation (3) is similar to Equation (1), but now includes a vector of the mentor teacher and 

school placement characteristics. These characteristics are included in the index (𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑖𝑖), and 

include, depending on the specification, teacher value added, experience, and observational 

ratings and school-level teacher retention and value added. We add variables from this 

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑖𝑖 vector sequentially to see, what if any, effect each variable has on the estimated treatment 

effect (𝛽𝛽2). If any of the mentor or placement attributes are missing, we create an indicator for 

missing values, impute the value as the Placement Block average24, and include both the 

indicator and imputed values in the index vector. As with Equation (1) in some specifications we 

interact 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 with the treatment indicator (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖). 

Finally, as Pritchard (2017) describes, student learning is multidimensional and requires 

teachers to take multidimensional approaches to enhancing student learning. Distinct categories 

of knowledge and skill reflecting a multidimensional approach are evaluated by TEPs on the 

clinical evaluation rubrics and are nested under TEP domains. It may be that certain domains are 

more amenable to influence by high quality clinical placements than others. We investigate this 

possibility through the following model, Equation (4): 

𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝛽𝛽1𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑛𝑛 𝑖𝑖𝑖𝑖𝑖𝑖 +  𝛽𝛽2𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖 + 𝛽𝛽3𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑖𝑖𝑖𝑖𝑖𝑖 ∗ 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖 + 𝛽𝛽4𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 +  𝛼𝛼𝑙𝑙𝑙𝑙 + 𝜃𝜃𝑗𝑗 + 𝜔𝜔𝑖𝑖 + 𝜖𝜖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  (4) 

Equation (4) interacts the treatment indicator by the Program-Item specific domains25 

from the clinical evaluation rubrics. In some specifications, we include and interact the prior 

field instructor’s item level clinical evaluation ratings, (𝑌𝑌𝑖𝑖𝑖𝑖(𝑡𝑡−1)𝑗𝑗𝑗𝑗), with the domain variable. Both 

TEPs have in common the domains of “Instruction” and “Environment”. The TEP that comprises 

95% of the sample has a third domain titled “Planning”, but which also has evaluation items 

targeting “Assessment”. As such, we combine the other TEP’s third domain. “Assessment”, with 

this “Planning” domain and will from here on out refer to it as the “Planning” domain.  
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Results 

Leveraging the Experiment: Clinical Evaluations and High/Low Quality Placements 

In Table 2, we report the intent-to-treat estimates using the random assignment of teacher 

candidates to clinical placement lists (consistent with Equation (1) above). These coefficients 

describe the relationship between field instructor clinical evaluation ratings and clinical 

placements. Given the standardization of the clinical evaluations, the coefficient estimates should 

be interpreted as the estimated standard deviation change in field instructor ratings of student 

teachers on the high index placement list relative to the clinical evaluations of teacher candidates 

on the low index placement list. 

We begin with a specification (column 1) that just includes a placement indicator (equal 

to 1 if a candidate is in the high placement group relative to low). While the indicator is not 

statistically significant, the coefficient estimate suggests that teacher candidates in the high 

placement group tend to receive higher field instructor clinical ratings throughout their 

internships. In columns 2 and 4, we allow the effect of the placement to accumulate over the 

course of the internship. We add interactions between rating order and placement in column 2 

and find that the third and final rating that teacher candidates receive is significantly higher, by 

about 6% of a standard deviation, for those in the high placement relative to low placement. 

Given that the average change between the 1st and final evaluations for all teacher candidates 

was 52% of a standard deviation, a 6% increase of a standard deviation represents approximately 

12% of the average total change in evaluation scores. In this interaction model the cumulative 

effect of the high quality placements should be interpreted as the main effect, “High Index 

Placement” plus the interaction “High Index Placement * 3rd Evaluation”, which results in a 

treatment effect by the end of the clinical placement of roughly 11% of a standard deviation. 
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Consistent with the findings reported in Figure 1, there is clear evidence of increased ratings 

from the 1st to 3rd evaluation of student teachers.26 

In Table 3, we display results for models that use outcome data from the second and third 

observations and control for the prior field instructor evaluation score. Given the adjustment for 

prior evaluation score in these models, the coefficient on high index placement should be 

interpreted as an effect on candidate growth during the internship. If the apparent effects of 

placement list on clinical evaluations were caused by a favorable classroom environment created 

by the mentor teacher, we would expect that adjusting for a prior clinical evaluation of the 

candidate in the same classroom would attenuate the coefficient on placement list. Although the 

coefficients on placement are only statistically significant at the 10% level in most of the models, 

the coefficients, 0.07 to 0.08 standard deviations on the clinical evaluations, are consistent with 

and somewhat larger than those shown in Table 2. This suggests that candidates on the high 

placement list improve their measured teaching skills by more than candidates on the lower list 

throughout the internship. 

Both the random and fixed effects specifications of the model permit us to recover the 

specific field instructor effects. One can interpret these fixed effects as a measure of how tough a 

field instructor is when evaluating candidate growth. This is a bit speculative in that the field 

instructor ratings would presumably reflect both the ratings standards of field instructors as well 

as their effects on the instructional skills of teacher candidates. That said, we estimate the 

variance of the rater effect is about 0.109. Because the ratings are standardized, this means that 

differences in standards and/or impact of coaching across field instructors account for about 

10.9% of the variation in candidate ratings.27 Although we cannot distinguish the effects of field 

instructors on candidate practice from differences in their evaluation standards, these estimates 
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are comparable to the variance of rater effects on observational rubrics found in the Measures of 

Effective Teaching Project (Ho & Kane, 2013). 

 

Exploring the Mechanisms of the Placement Effect 

The evidence presented in the prior section suggests that the quality of the placement 

matters for teacher candidate growth in clinical practice. But what specifically about the 

placement affects teacher candidates? In this section, we present an exploratory analysis 

(Equation 3) of the impact of different placement characteristics (mentor teacher experience, 

value-added, and observational rating, and school-level retention, and value-added) on the 

treatment effect. 

In Table 4 we add each of the mentor characteristics to the model (columns 3-8) and 

school characteristics (columns 9-12).28 We interpret the diminishment of the treatment indicator 

with the inclusion of a mentor or school characteristic as indicative of the importance of the 

particular characteristic given that the model is then showing the influence of the treatment after 

controlling for the characteristic in question. For example, if the inclusion of mentor teacher 

experience results in a substantial decrease in the magnitude of the estimated treatment effect and 

a positive coefficient on experience, we would interpret that as mentor teacher experience being 

a vital component of the treatment. If on the other hand, the treatment effect is unchanged, then 

we would interpret that as mentor teacher experience contributing little, if anything, to an 

estimated treatment effect.29 

The inclusion of mentor teacher value added (columns 3 and 4) actually leads to increases 

in the estimated treatment effect, while the estimate on value added is negative and marginally 

statistically significant. However, the estimated cumulative effect of the high placement list 
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(column 4) is relatively unchanged. A possible explanation of the finding in column 3 is that 

higher value-added teachers are tougher raters and that this may influence field instructor ratings. 

We explore this in Appendix B, where we report on models that regress the first mentor rating 

against mentor characteristics. There is evidence consistent with the notion that higher value-

added teachers are tougher graders (the point estimate relating value added to mentor ratings is 

-.121), but the estimated relationship is imprecise. Moreover, after controlling for a field 

instructors’ prior evaluation score, i.e. the growth models, the point estimate for teacher value 

added is -0.027 or roughly 51% of the magnitude of column 3 and insignificant.30  

The inclusion of experience in the model as a covariate significantly diminishes the 

magnitude of the coefficient on placement in column 5 (from 0.065 to 0.011) and, in particular, 

the ratings that teacher candidates receive on the first evaluation by field instructors (column 6). 

This is consistent with the positive and significant coefficient on mentor teacher experience. If 

we add mentor experience to the model represented by column 1 of Table 3 (the growth models) 

the coefficient on the treatment falls from 0.068 to 0.046. In either case, the addition of mentor 

experience to our models reduces the treatment coefficient by 32% to 84% depending on the 

model.31 

In columns 7 and 8 we include the effects of the inservice observational ratings of mentor 

teachers. The coefficient on the high quality placement is significantly attenuated with the 

inclusion of mentor observational ratings, which is consistent with the positive, but insignificant 

estimates on the observational ratings (columns 7 and 8). When we include mentor observational 

ratings, the magnitude of the coefficient on high quality placements is 58% of its magnitude 

when mentor observational ratings are excluded from the model.  
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Finally, in columns 9-12 we show the inclusion of school characteristics in the model. 

The findings on the high quality placement coefficient are largely unaffected by the inclusion of 

either of the two school-level characteristics (teacher retention and school level value added) that 

are components in the placement index. For instance, the magnitude of the high quality 

placement coefficient is reduced by only 9% for the school value-added model and 7% for 

school retention model. This suggests that these school characteristics explain little of the effect 

of the placement in influencing the clinical observation ratings, but, importantly, the school-level 

characteristics only comprised a quarter of the weight of the overall index. As such, we might not 

expect them to have a big effect on the treatment indicator. When all mentor and school 

characteristics from the index are entered simultaneously, the coefficient on treatment is 0.002 

with a standard error of 0.058.32 

By including the treatment indicator in Table 4 which is consistent with Equation (3), we 

are implicitly comparing mentor teacher and school characteristics within placement lists. That 

is, we are only capturing the within treatment category variation of mentor characteristics. In 

Appendix C, we report results that omit the experimental treatment status so that the results are 

based on both within and across treatment group variation in mentor and school characteristics 

(we also estimate models with and without mean imputed placement characteristics). The 

findings are broadly consistent with those reported above. 

In Appendix D, we further develop a quasi-experimental approach for ascertaining the 

effects mentor characteristics have on clinical evaluations by comparing the within placement 

block treatment/control differences in clinical evaluations and mentor characteristics across 

blocks. That is, if the coefficients on mentor characteristics are causal, then randomization blocks 

with greater average differences in mentor characteristics across randomization lists should also 
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have larger differences in average field instructor ratings. Results are directionally consistent for 

mentor value added and experience, but the results are mixed for observational rating depending 

on the specification. 

 

Domain Analyses 

In Table 5, we present the coefficient estimates from Equation (4) that investigate the 

potential differential impacts of high quality placements on different dimensions of teaching 

practice. The treatment indicator, 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖, has been interacted with the three domains listed on 

the clinical evaluation rubrics: “Instruction”, “Environment”, and “Planning”. The base level of 

the main effect of the domain factor variable is “Instruction”, so coefficients should be 

interpreted as changes from field instructor clinical evaluations on this domain.  

Column (1) reports the domain factor main effects and the domain factors interacted with 

the treatment indicator (which equals 1 for a high quality placement). The interaction between 

“High Index Placement” and each of the domains shows that candidates assigned to high-index 

placements appear to perform better on all domains, though the estimated magnitudes differ 

across the domains. The coefficient on “High Index Placement * Instruction” identifies the effect 

of high quality placements on “Instruction” domain items. Relative to teacher candidates in 

lower quality placements, candidates in high quality placements perform 8% of a standard 

deviation better on “Instruction” domain items, and this is statistically significant. Similarly, 

candidates at high quality placements perform 0.031 and 0.052 standard deviations better on 

“Environment” and “Planning” domain items, respectively, than candidates at low quality 

placements, but these estimates are not statistically significant. Relative to the “Instruction” 
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domain teacher candidates score 41% of a standard deviation better on the "Environment" 

domain items and 10% of a standard deviation worse on “Planning” domain items. 

Column (2) reports the same coefficients, but adds a control for a teacher candidate’s 

prior item specific evaluation rating by field instructor and interacts this prior rating by domain. 

Domain main effect coefficients should still be interpreted relative to the “Instruction” domain, 

however, coefficients now represent growth from the prior evaluation score. Similar to column 

(1) teacher candidates, overall, perform better on the “Environment” domain and worse on the 

“Planning” domain relative to the “Instruction” domain items. Moreover, the main take-away 

from column (1), that high quality placements improve teacher candidates’ performance on the 

“Instruction” domain items, but not “Environment” or “Planning” domain items, is borne out by 

these growth models.  

 

Threats to Causal Interpretation  

The relationship between placement characteristics and candidate performance appears 

robust to two of the three threats to identification raised in the Analytic Approach. Candidates 

assigned higher quality placements develop more quickly over time, and those randomly 

assigned to the higher placement list also earned higher ratings. We also find little evidence that 

sorting of mentors or candidates to field instructors explains our results. The remaining concern 

is that differences in rating standards across mentor teachers might influence the ratings 

provided by field instructors. That is, higher quality mentors may systematically rate candidates 

higher or lower conditional on unobserved ability and thereby influence field instructor ratings 

without affecting candidates’ teaching skills. We investigate this possibility by comparing field 

instructor and mentor teacher ratings for the same candidate.  
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Suppose ratings consist of baseline candidate efficacy (𝜃𝜃𝑖𝑖), a rater effect (𝜇𝜇𝑗𝑗), and a time 

effect (𝜆𝜆𝑡𝑡), and a time-variant effect of mentors on true candidate practice (𝛼𝛼𝑗𝑗𝑗𝑗). Then the 

observed rating is 

𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖 = 𝜃𝜃𝑖𝑖 + 𝜇𝜇𝑗𝑗 + 𝜆𝜆𝑡𝑡 + 𝛼𝛼𝑗𝑗𝑗𝑗 + 𝜖𝜖𝑖𝑖𝑖𝑖𝑖𝑖 

A concern about our findings when leveraging the experiment is that mentor teacher ratings in 

the treatment group could be systematically high given candidate ability; that is,  

𝑑𝑑
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝐸𝐸�𝜇𝜇𝑗𝑗  � 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑥𝑥𝑖𝑖] > 0 

and that these ratings drive up the field instructor ratings. If mentor teachers and field instructors 

both evaluate the candidate at the same time, then we can difference the mentor teacher and field 

instructor evaluations to remove the candidate, time, and treatment effects to obtain 

𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑌𝑌𝑖𝑖𝑗𝑗′𝑡𝑡 = 𝜇𝜇𝑗𝑗 − 𝜇𝜇𝑗𝑗′ + 𝜖𝜖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝜖𝜖𝑖𝑖𝑖𝑖′𝑡𝑡 

where j denotes the mentor teacher and j’ denotes the field instructor. If we regress these 

differences on field instructor fixed effects and a treatment indicator, we remove the field 

instructor rater effects and compare the rater effects for mentors assigned the same field 

instructor. A positive coefficient on treatment list indicates that higher quality mentors provide 

systematically higher ratings. 

We present the results of these tests in Table 6 for evaluations conducted within the same 

week (columns 1-4) and on the same day (columns 5-8). The coefficients on mentor 

characteristics are imprecisely estimated and not consistently signed. The only statistically 

significant finding is that higher value-added teachers rate their candidates lower than field 

instructors (again, this is consistent with the findings presented in Appendix B and discussed 

with the results that leverage the experiment). If that is the case, and if field instructors take 

mentor perceptions into account when formulating their own ratings, then our estimates would 
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tend to be biased downward (i.e. this result at least suggests that the experimental results are a 

lower-bound on the effect of higher quality placements). More experienced mentors and those on 

the high placement lists rate their candidates higher, although the differences are not significant. 

The sign of the coefficient on mentor teacher observational ratings depends on whether we use 

joint observations or those submitted the same week. Overall, we do not find consistent evidence 

of systematic variation in mentor evaluations associated with their observable characteristics, 

although the confidence intervals cannot rule out substantial differences. 

 

Discussion and Conclusions 

To our knowledge, this paper is the first to document whether development of teaching 

skills while in clinical practice is in part attributable to the quality of the field placement and 

characteristics of mentor teachers. The results suggest that high quality field placements cause 

candidates’ instructional effectiveness to grow during student teaching, as measured by clinical 

evaluations. This finding is consistent with prior correlational evidence but provides some of the 

only causal evidence for the importance of high-quality field placements during initial teacher 

preparation.   

We also examine independent effects of mentor characteristics that were included in our 

overall index for placement quality. Using the ratings of field instructors as a measure of the 

instructional skills of student teachers, we find consistent evidence that the teaching experience 

of mentors is associated with the growth in skills of student teachers during clinical practice. To 

a lesser (and not statistically significant) degree, the observational performance ratings of 

mentors also appear to be predictive, but this relationship is imprecisely estimated. There is, by 

contrast, little evidence that the value added of teachers who serve as mentors is related to the 
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development of instructional skills of teacher candidates during their internships. These findings 

are robust to a variety of specifications and, in particular, appear to be verified by the 

experimental assignment of teacher candidates to high- and low-quality clinical placements. 

It is worth noting that it is somewhat challenging to put our findings into context as there 

is so little quantitative evidence about the growth of preservice teacher candidate skills during 

their internships. Our findings can be juxtaposed against some of the estimated relationships 

between mentor characteristics and the inservice performance and effectiveness of the teachers 

they supervised. Given our exploratory findings surrounding the mechanism of the placement 

effect, our results strongly suggest benefits associated with assignment to more experienced 

mentor teachers, and to a lesser extent mentor teachers with higher observational ratings. This 

conflicts with research (Goldhaber et al., 2017; Ronfeldt et al., 2018a) that finds little evidence 

of a connection between the teaching experience of mentors and the observational ratings or 

value-added effectiveness of their mentees. One possible explanation is that the influence of 

mentor teachers on teacher candidates instructional abilities decays with time and in-class 

experience, making the relative importance of mentor teacher quality less as teacher candidates 

transition to their first job. The findings are also somewhat in conflict with growing evidence 

(Goldhaber et al., 2020a; Ronfeldt et al., 2018a) from research on teacher candidates who enter 

the labor market that the value added of teachers serving as mentors is significantly associated 

with the value added of the student teachers they supervise during clinical practice. 

On the other hand, the sole study (Ronfeldt et al., 2018a) that links the value added of 

mentor teachers to the inservice observational ratings of the teacher candidates they supervised, 

finds a negative relationship between these measures. It does, however, find a positive 

relationship between observational ratings of mentors and the observational ratings of their 
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mentees who become teachers. Both of these findings are consistent with our findings for clinical 

practice. The authors go on to speculate that one possible explanation is that observation ratings 

and value added may measure different aspects of instructional quality and that mentors are 

teaching mentees the aspects of instructional quality on which they excel most.   

It will be important to see whether the findings about placement quality carry forward 

when teacher candidates enter the labor market. In that regard, we believe the findings 

concerning the effect of placement quality on clinical practice are promising, that is, a causal 

relationship between the quality of clinical placements and improved clinical practice exists. 

Given that only about three percent of teachers serve as mentors in any year, there is ample room 

for changing mentor assignments and, subsequently, improving teacher candidate preparation 

(Goldhaber et al., 2019). Moreover, particular mentor characteristics matter for teacher candidate 

development, such as experience and evaluation scores, are typically tracked by state 

departments of education and sometimes publicly available making targeted recruitment 

possible.  

More generally, our findings point to teacher education, and student teaching in 

particular, as a leverage point for growing the instructional skills of teacher candidates. 

Importantly, this is causal evidence that easily identified characteristics of mentor teachers can 

influence the skill development of teachers before they enter the workforce. There is surprisingly 

little quantitative evidence on how mentor teachers and clinical sites should be recruited so as to 

develop the skills of prospective teachers, and we provide some of the first evidence. Moreover, 

there is a lack of quantitative evidence on how internships and mentoring should be structured to 

further the hands-on skill development of teacher candidates. This is surprising in light of the 

fact that clinical practice is widely regarded as foundational to the development of teaching 
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capacities. Thus, we argue that more experiments about teacher education should be carried out 

in order to continue deepening our understanding of the ways that clinical placements and 

mentors influence the future effectiveness of teacher candidates. 
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Figures and Tables 

 
Figure 1. Distribution of Index Values by Placement Status  
 

 
Note: Figure 1 is a kernel density plot of the Placement Index for teacher candidates described in the Background. 
High Index teacher candidates were randomized to high quality mentor teachers i.e. were treated. Randomization 
was done within geographic-grade-subject cells.    
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Figure 2. Changes in Evaluation Ratings over the Internship 

 
Notes: Distribution of ratings by order of observation. We collapsed the bottom two categories into a single rating as 
so few teacher candidates received the lowest score (0.5% on the first observation). For one program that used a 
five-point scale, but used software permitting ratings on a decimal scale, we took the largest integer smaller than the 
recorded score for any non-integer scores. Evaluation rubric category names are taken from the Tennessee TEP.  
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Table 1. Summary Statistics and Balance Tests  

Panel A: Teacher Candidate Characteristics

Overall Low Index High Index Difference Effect Size 
Female 0.857 0.832 0.878 0.044 0.125
Male 0.14 0.161 0.125 -0.035 0.101
White 0.961 0.965 0.959 -0.006 0.033
Non-White 0.039 0.034 0.041 0.006 0.033
Cumulative GPA 3.61 3.63 3.6 -0.028 0.089
Inclusive GPA 3.435 3.411 3.46 0.044 0.125

Panel B: Mentor Teacher and School Characteristics

Overall Low Index High Index
Mentor VA 0.017 -0.456 0.41 0.866 ***

(0.953) (0.849) (0.853)
Mentor Experience 0.009 -0.496 0.479 0.975 ***

(1.013) (0.709) (1.028)
0.374 0.013 0.708 0.695 ***

(0.774) (0.711) (0.675)
School VA 0.005 -0.075 0.08 0.155

(1.015) (1.083) (0.944)
School Stay Ratio 0.039 -0.031 0.104 0.135

(0.992) (1.026) (0.956)
Student Teachers 180 189

Panel C: Balance Tests
Chi Square df p-value

* p < 0.10, ** p < 0.05, *** p < 0.01.

Notes: With the exception of observational ratings in Tennesse which are standardized at the state level 
due to data availability, all mentor teacher characteristics were standardized within the State specific 
sample. Deviations from a mean of 0 and a standard deviation of 1 are due to sample attrition or a lack 
of evaluation data by either mentor teachers or field instructors. Differences between mentor 
characteristics are tested using T-tests.

Placement Status

Placement Status
Difference

Mentor Obserbation 
Rating

Teacher Candidate Characteristics from Panel A
Stratification by 
Randomization Block

6.48 5 0.262

Field Instuctor Indicators
Stratification by 
Randomization Block

44.76 44 0.44
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Table 2: Placement Initiative Experiment 
 
 

 

(1) (2) (3) (4)
2nd Evaluation 0.372*** 0.371*** 0.372*** 0.370***

(0.013) (0.018) (0.013) (0.018)
3rd Evaluation 0.548*** 0.520*** 0.548*** 0.519***

(0.013) (0.018) (0.013) (0.018)

High Index Placement 0.068 0.050 0.067 0.049
(0.045) (0.047) (0.044) (0.046)

0.003 0.003
(0.025) (0.025)
0.058** 0.058**
(0.026) (0.026)

 Field Instructor Fixed Effects X X

Observations 18080 18080 18080 18080
Student Teachers-Mentor Pairs 369 369 369 369
Field Instructor Effects Variance 0.201 0.201 0.268 0.269

* p < 0.10, ** p < 0.05, *** p < 0.01.

Ex
pe

rim
en

t

High Index Placement * 2nd Evaluation

High Index Placement * 3rd Evaluation

Notes:  Regressions of standardized evaluation scores on order of evaluations and 
Placement Status. Order indicates the observational order of the evaluation within 
candidate-item-field instructor cells. All evaluations (the dependent variable) were 
submitted by field instructors. All models include field instructor, candidate, and item by 
program random effects, and an indicator for participation in the Feedback Inititive 



 
 

40 
 

Table 3: Lagged Field Instructor Evaluations and the Placement Initiative Experiment 

 

(1) (2) (3) (4)
3rd Evaluation 0.067*** 0.067*** 0.066*** 0.067***

(0.014) (0.014) (0.014) (0.014)
Prior Evaluation Rating 0.298*** 0.297*** 0.298*** 0.297***

(0.009) (0.009) (0.009) (0.009)
High Index Placement 0.068* 0.082** 0.061 0.076**

(0.040) (0.038) (0.041) (0.038)

School Controls X X

 Field Instructor Fixed Effects X X

Observations 11526 11526 11526 11526
Student Teachers-Mentor Pairs 340 340 340 340
Field Instructor Effects Variance 0.109 0.19 0.106 0.187

* p < 0.10, ** p < 0.05, *** p < 0.01.

Notes:  Regressions of standardized evaluation scores on order of evaluations 
and placement status. All evaluations (the dependent variable) were 
submitted by field instructors. Prior evaluation rating is the teacher 
candidates previous evaluation rating by their field instructor by item. All 
models include field instructor, candidate, and item by program random 
effects. Field instructor random effects are replaced with fixed effects 
where indicated. 
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Table 4: Placement Initiative Experiment and Field Instructor Evaluations 
 
 

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
2nd Evaluation 0.372*** 0.371*** 0.372*** 0.371*** 0.372*** 0.371*** 0.372*** 0.371*** 0.372*** 0.371*** 0.372*** 0.371***

(0.013) (0.018) (0.013) (0.018) (0.013) (0.018) (0.013) (0.018) (0.013) (0.018) (0.013) (0.018)
3rd Evaluation 0.548*** 0.520*** 0.548*** 0.520*** 0.548*** 0.520*** 0.548*** 0.520*** 0.548*** 0.520*** 0.548*** 0.520***

(0.013) (0.018) (0.013) (0.018) (0.013) (0.018) (0.013) (0.018) (0.013) (0.018) (0.013) (0.018)

High Index Placement 0.068 0.050 0.084* 0.066 0.011 -0.007 0.039 0.022 0.062 0.045 0.063 0.046
(0.045) (0.047) (0.047) (0.049) (0.051) (0.053) (0.052) (0.053) (0.046) (0.048) (0.046) (0.047)

0.003 0.003 0.003 0.003 0.003 0.003
(0.025) (0.025) (0.025) (0.025) (0.025) (0.025)
0.058** 0.058** 0.058** 0.058** 0.058** 0.058**
(0.026) (0.026) (0.026) (0.026) (0.026) (0.026)

Mentor Value-Added -0.053* -0.053*
(0.031) (0.031)

Mentor Exp. (std) 0.060** 0.060**
(0.027) (0.027)

0.039 0.038
(0.038) (0.038)

School Value-Added -0.001 -0.000
(0.026) (0.026)

School Retention 0.030 0.030
(0.032) (0.032)

Observations 18080 18080 18080 18080 18080 18080 18080 18080 18080 18080 18080 18080
Student Teachers-Mentor Pairs 369 369 369 369 369 369 369 369 369 369 369 369
Field Instructor Effects Variance 0.201 0.201 0.199 0.2 0.205 0.206 0.201 0.201 0.202 0.203 0.198 0.199

* p < 0.10, ** p < 0.05, *** p < 0.01.

Sc
ho

ol

Notes:  Regressions of standardized evaluation scores on order of evaluations and Placement Status. Order indicates the observational order of the evaluation within candidate-item-field 
instructor cells. All evaluations (the dependent variable) were submitted by field instructors. All models include field instructor, candidate, and item by program random effects, and an 
indicator for participation in the Feedback Inititive 

High Index Placement * 2nd Evaluation

High Index Placement * 3rd Evaluation

Mentor Standardized Observational Rating(OR)

Ex
pe

rim
en

t
M

T 
Ch

ar
ac

te
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tic
s
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Table 5. Domain Analyses and the Placement Initiative Experiment 

 

  

(1) (2)
2nd Evaluation 0.372***

(0.013)
3rd Evaluation 0.547*** 0.078***

(0.013) (0.014)
Domain: Environment 0.411*** 0.263***

(0.025) (0.026)
Domain: Planning -0.101***-0.105***

(0.026) (0.026)
Prior Evaluation Rating 0.260***

(0.010)
Prior Evaluation Rating * Environment 0.069***

(0.018)
Prior Evaluation Rating * Planning -0.043**

(0.019)
High Index Placement * Instruction 0.080* 0.081*

(0.046) (0.043)
0.031 0.025
(0.054) (0.051)
0.053 0.074
(0.054) (0.051)

Observations 18080 18080
Student Teachers-Mentor Pairs 369 340
Field Instructor Effects Variance 0.198 0.118

* p < 0.10, ** p < 0.05, *** p < 0.01.

Ex
pe

rim
en

t

High Index Placement * Environment

High Index Placement * Planning

Notes:  Regressions of standardized evaluation scores on order of 
evaluations, Placement Status, and when indicated prior evaluation 
rating. Order indicates the observational order of the evaluation 
within candidate-item-field instructor cells. The base domain is 
"Instruction", so main effects should be interpreted as effects for the 
"Instruction" domain. All evaluations (the dependent variable) were 
submitted by field instructors. All models include field instructor, 
candidate, and item by program random effects, and an indicator for 
participation in the Feedback Inititive 
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Table 6: Differences in Evaluation Scores by Field Instructors and Mentor Teachers 

 

 

  

(1) (2) (3) (4) (5) (6) (7) (8)

High Index Placement 0.016 0.065
(0.101) (0.100)

Mentor Value-Added -0.160** -0.150**
(0.061) (0.067)

Mentor Exp. (std) 0.033 0.046
(0.049) (0.059)

-0.002 0.056
(0.066) (0.072)

Observations 2023 2023 2023 2023 1726 1726 1726 1726
Student Teachers-Mentor Pairs 76 76 76 76 66 66 66 66
Observation Submitted within X days 7 7 7 7 0 0 0 0

* p < 0.10, ** p < 0.05, *** p < 0.01.

M
en

to
r C

ha
ra

ct
er

is
tic

s

Mentor Standardized Observational Rating(OR)

Notes:  Regression of the difference between mentor teacher evaluations and field instructors during joint observations 
on Placement Status and mentor characteristics. All models include field instructor fixed effects and are clustered at 
the teacher candidate level. Joint observations are identified by the number of days between field instructor and mentor 
teacher evaluation submissions.  

Ex
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en
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Appendix A: Evaluation Ratings by Instructor Type 

 
We explore the rating differences between field instructors and mentor teachers in 

Appendix Table A1. Unlike our main models, Equations (1)-(4), here we stack both mentor 

teacher and field instructor evaluation ratings. To assess these relationships, we use variations of 

the following equation: 

 

(A1) 𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝛽𝛽1𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 + 𝛽𝛽2𝑂𝑂𝑂𝑂𝑑𝑑𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖+ 𝛼𝛼𝑙𝑙𝑙𝑙 + 𝜃𝜃𝑗𝑗 + 𝜔𝜔𝑖𝑖 + 𝜖𝜖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 

 

In Eq. (A1), i denotes individual, l denotes the item, t denotes the ordinal position of the rating,  j 

denotes the field instructor, and p denotes the TEP. 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 is a 0/1 indicator for whether or not 

the evaluation came from a mentor teacher instead of a field instructor. 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 denotes the 

ordinal position of the rating within candidate-mentor/field instructor cells.  In Eq. (A1), we 

include item-by-program, student teacher, and field instructor random effects.  

Appendix Table A1: Evaluation Ratings by Instructor Type 

 

  

(1) (2)
Mentor -0.033* 0.116***

(0.019) (0.019)
2nd Evaluation 0.388***

(0.012)
3rd Evaluation 0.561***

(0.013)

Observations 20444 20444

* p < 0.10, ** p < 0.05, *** p < 0.01.

Notes:  Regressions of standardized evaluation scores, 
time elapsed, and instructor type. Order indicates the 
order of the evaluation within candidate-item-mentor 
cells. Mentor indicates an evaluation by a mentor 
teacher. All models include field instructor, candidate, 
and item by program random effects. 
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Appendix B: Mentor Teacher Evaluations by Mentor Characteristics  

We investigate the first evaluation ratings of teacher candidates conducted by mentor 

teachers as they relate to mentor teacher characteristics in Appendix Equation (B2), and we 

display these results in Appendix Table B2. This analysis is dissimilar to our main models in that 

it only utilizes mentor teacher evaluation scores rather than field instructor evaluation ratings. 

These relationships are explored by the following equation: 

(B2) 𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖 = 𝛽𝛽1𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖+𝛼𝛼𝑙𝑙𝑙𝑙 + 𝜔𝜔𝑖𝑖 + 𝜖𝜖𝑖𝑖𝑖𝑖𝑖𝑖 

 

In Eq. (1), i denotes individual, l denotes item, and p denotes the TEP. 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖 is a measures of 

mentor teacher quality; effectiveness, experience, or performance rating. In Eq. (B2), we include 

item-by-program fixed effects and teacher candidate random effects.  

 

Appendix Table B2: 1st Time Mentor Teacher Evaluations by MT Characteristics 

  (1) (2) (3) 
MT VA -0.121   
 (0.094)   
MT Exp.  0.089  
  (0.076)  
MT Observational Rating   0.089 
   (0.101) 
Observations 1373 1373 1373 
MTs 78 78 78 
Note: Regressions of 1st time standardized evaluation scores by mentor teacher 
on mentor teacher characteristics. All models include program-item fixed 
effects and teacher candidate random effects. 
* p < 0.10, ** p < 0.05, *** p < 0.01. 
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Appendix C: Effects of Mentor Teacher and School Characteristics on Field Instructor 
Evaluations  

 

Appendix Table C3 reports specifications similar to Equation (2), but with the variable of 

interest, Treat, being replaced by mentor teacher characteristics. Appendix Table C3 shows 

specifications without (in columns 1-6) and with (in columns 7-12) the school characteristics 

(school value added and teacher retention) that form 25% of the index used to determine the field 

placement in the experiment. In odd columns field instructor random effects have been swapped 

out for field instructor fixed effects. 

Findings from the table are consistent with estimates found when entering mentor and 

school characteristics sequentially into models that control for the type of placement. While not 

statistically significant in this specification, teacher candidates assigned to mentor teachers with 

higher value added do worse on clinical evaluation ratings, all else equal. Mentor teacher 

experience and mentor teacher observational rating are both positively associated with higher 

teacher candidate clinical evaluation ratings by field instructors, with mentor teacher experience 

being statistically significant. These coefficient estimates are largely unaffected by exchanging 

field instructor random effects for fixed effects, or the inclusion of school level controls. 

In Appendix Table C4, we show the coefficients for a set of analogous models, but where 

the variables of interest are the school level controls. The coefficient on the school retention is 

positive, and depending on the specification, marginally statistically significant. The coefficient 

on school value added, on the other hand, is close to zero in all specifications. In Appendix Table 

C5, we present analogous models from Appendix Tables C3 and C4, but run models only on 

complete cases. That is, we omit cases where placement characteristics were mean imputed. 
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Appendix Table C3: Lagged Field Instructor Rating: Mentor Teacher Characteristics 

 

Lagged Field Instructor Rating: Mentor Teacher Characteristics
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

3rd Evaluation 0.067*** 0.067*** 0.067*** 0.067*** 0.067*** 0.067*** 0.066*** 0.067*** 0.066*** 0.067*** 0.066*** 0.067***
(0.014) (0.014) (0.014) (0.014) (0.014) (0.014) (0.014) (0.014) (0.014) (0.014) (0.014) (0.014)

Prior Evaluation Rating 0.298*** 0.296*** 0.298*** 0.296*** 0.298*** 0.296*** 0.298*** 0.296*** 0.298*** 0.296*** 0.298*** 0.296***
(0.009) (0.009) (0.009) (0.009) (0.009) (0.009) (0.009) (0.009) (0.009) (0.009) (0.009) (0.009)

Mentor Value-Added -0.012 -0.008 -0.016 -0.011
(0.026) (0.025) (0.026) (0.025)

Mentor Exp. (std) 0.034 0.041** 0.033 0.041**
(0.021) (0.020) (0.021) (0.020)

0.043 0.040 0.037 0.038
(0.029) (0.028) (0.030) (0.029)

School Controls X X X X X X

 Field Instructor Fixed Effects X X X X X X

Observations 11526 11526 11526 11526 11526 11526 11526 11526 11526 11526 11526 11526
Student Teachers-Mentor Pairs 340 340 340 340 340 340 340 340 340 340 340 340
Field Instructor Effects Variance 0.11 0.185 0.111 0.19 0.107 0.183 0.108 0.183 0.107 0.187 0.104 0.18

* p < 0.10, ** p < 0.05, *** p < 0.01.

Mentor Standardized Observational 
Rating(OR)

Notes:  Regressions of standardized evaluation scores on order of evaluations and mentor characteristics. All evaluations (the dependent variable) were 
submitted by field instructors. Prior evaluation rating is the teacher candidates previous evaluation rating by their field instructor by item. All models include 
field instructor, candidate, and item by program random effects. Field instructor random effects are replaced with fixed effects where indicated. 
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Appendix Table C4: Lagged Field Instructor Rating: School Characteristics 

 

 

 

 

 

 

 

(1) (2) (3) (4) (5) (6) (7) (8)

3rd Evaluation 0.066*** 0.067*** 0.066*** 0.067*** 0.067*** 0.068*** 0.067*** 0.068***
(0.014) (0.014) (0.014) (0.014) (0.014) (0.014) (0.014) (0.014)

Prior Evaluation Rating 0.298*** 0.296*** 0.298*** 0.297*** 0.297*** 0.296*** 0.298*** 0.296***
(0.009) (0.009) (0.009) (0.009) (0.009) (0.009) (0.009) (0.009)

School Value-Added -0.004 -0.006 -0.013 -0.015
(0.024) (0.023) (0.023) (0.023)

School Retention 0.048* 0.042 0.039 0.032
(0.028) (0.028) (0.028) (0.028)

Mentor Teacher Controls X X X X

 Field Instructor Fixed Effects X X X X

Observations 11526 11526 11526 11526 11526 11526 11526 11526
Student Teachers-Mentor Pairs 340 340 340 340 340 340 340 340
Field Instructor Effects Variance 0.107 0.182 0.103 0.181 0.113 0.191 0.11 0.19

* p < 0.10, ** p < 0.05, *** p < 0.01.

Notes:  Regressions of standardized evaluation scores on order of evaluations and school characteristics. All 
evaluations (the dependent variable) were submitted by field instructors. Prior evaluation rating is the teacher 
candidates previous evaluation rating by their field instructor by item. All models include field instructor, candidate, and 
item by program random effects. Field instructor random effects are replaced with fixed effects where indicated. 
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Appendix Table C5: Complete Placement Characteristics and Lagged Field Instructor Models 

 

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

3rd Evaluation 0.022 0.023 0.064*** 0.065*** 0.065*** 0.065*** 0.063*** 0.064*** 0.061*** 0.062*** 0.022 0.023
(0.019) (0.019) (0.014) (0.014) (0.014) (0.014) (0.015) (0.015) (0.014) (0.014) (0.020) (0.020)

Prior Evaluation Rating 0.286*** 0.285*** 0.300*** 0.299*** 0.299*** 0.298*** 0.301*** 0.299*** 0.300*** 0.299*** 0.280*** 0.280***
(0.012) (0.012) (0.009) (0.009) (0.009) (0.009) (0.009) (0.009) (0.009) (0.009) (0.012) (0.012)

Mentor Value-Added 0.006 0.003 -0.004 -0.007
(0.027) (0.025) (0.031) (0.028)

Mentor Exp. (std) 0.042** 0.049** -0.016 -0.001
(0.021) (0.020) (0.033) (0.030)

0.048 0.046 0.065 0.077*
(0.030) (0.028) (0.046) (0.043)

School Value-Added -0.005 -0.005 -0.005 -0.017
(0.024) (0.023) (0.036) (0.033)

School Retention 0.047 0.040 0.032 0.009

(0.029) (0.030) (0.039) (0.040)

 Field Instructor Fixed Effects X X X X X X

Observations 6116 6116 10756 10756 10721 10721 10228 10228 10494 10494 5676 5676
Student Teachers-Mentor Pairs 181 181 317 317 316 316 302 302 309 309 168 168
Field Instructor Effects Variance 0.111 0.177 0.113 0.190 0.110 0.184 0.107 0.182 0.102 0.180 0.100 0.176

* p < 0.10, ** p < 0.05, *** p < 0.01.
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Notes:  Regressions of standardized evaluation scores on order of evaluations and mentor characteristics. All evaluations (the dependent variable) were 
submitted by field instructors. Prior evaluation rating is the teacher candidates previous evaluation rating by their field instructor by item. All models include 
field instructor and candidate random effects, and item by program fixed effects. Field instructor random effects are replaced with fixed effects where 
indicated. 
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Appendix D: Quasi-Experimental Mentor Teacher Characteristic Models 

 

 Results regarding mentor teacher characteristics from Table 4 compare within treatment 

list differences in mentor teacher characteristics to differences in the clinical evaluations of 

teacher candidates supervised by these mentor teachers. Since teacher candidates were not 

explicitly randomized to different mentor teacher characteristics (recall teacher candidates were 

randomized within randomization blocks, i.e. grade and subject combinations), there are two 

more potential sources of bias that were addressed by models that only evaluate the treatment 

status of an individual, but are not addressed when looking at specific mentor teacher 

characteristics.  

Bias could be introduced by non-random sorting of teacher candidates to mentor teachers. 

More specifically, prior to randomization, teacher candidates could sort by ability into different 

grade-subject cells based off the performance of the average inservice teacher within those 

grade-subject cells. If, for example, more motivated teacher candidates choose their preferred 

grade and subject based off of the attributes of inservice teacher candidates within those blocks, 

then a cross-sectional estimate of the effect of mentor teacher characteristics would be biased 

upwards. Such bias would be mitigated by controlling for randomization block effects in the 

regression models, and is addressed by inverse probability weighting in the models estimating 

intent to treat effects. Second, after teacher candidates choose a block and are randomized to a 

placement list, more motivated teacher candidates may advocate to be placed with higher quality 

inservice teachers within their placement block. This form of bias would still affect models using 

mentor teacher characteristics, but not the intent to treat treatment indicator, in our baseline 

models. If either of these scenarios occurred, estimates of the relationship between mentor 
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teacher characteristics and clinical evaluations would be biased upwards. We address these 

concerns with the following model:   

 

𝑌𝑌𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥�������� = 𝛽𝛽1𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑥𝑥𝑥𝑥𝑥𝑥������������ + 𝛽𝛽2𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥 + 𝛽𝛽3𝑌𝑌𝑥𝑥𝑥𝑥𝑥𝑥(𝑡𝑡−1)𝑝𝑝������������� +  𝛼𝛼
𝑙𝑙𝑙𝑙

+ 𝜃𝜃𝑏𝑏 + 𝜖𝜖𝑥𝑥𝑥𝑥𝑙𝑙𝑙𝑙𝑝𝑝                       (D1) 

 
In Eq. (D1), x denotes the treatment list (high or low), b denotes the placement block, l 

denotes the item, t denotes the timing of the observation (the ordinal position of the rating), and p 

denotes the TEP. 𝑌𝑌𝑥𝑥𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡��������  is the item level block-treatment cell average score on clinical 

evaluation t at program p. Depending on the specification, 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑥𝑥𝑥𝑥𝑥𝑥������������ adds the variables of 

interest, mentor characteristics, which have been averaged across the placement block-treatment 

cells. 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖 is the ordinal position (i.e. by date) of the rating within block-treatment-item cells. 

𝑌𝑌𝑥𝑥𝑥𝑥𝑥𝑥(𝑡𝑡−1)𝑝𝑝������������� is similar to 𝑌𝑌𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥��������, but is the prior average clinical evaluation score. Equation (D1) 

includes item-by-program ( 𝛼𝛼𝑙𝑙𝑙𝑙) and placement block fixed effects (𝜃𝜃𝑏𝑏). The error terms, 𝜖𝜖𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥, 

have been clustered at the TEP-block-treatment cell level. 

By comparing differences in mentor teacher characteristics across placement lists within 

the same block, placement block fixed effects (𝜃𝜃𝑏𝑏) address the first concern that teacher 

candidates prior to randomization sort based on attributes of inservice teachers. Second, 

aggregation to the treatment-block cell level by using average clinical evaluations and average 

mentor teacher characteristics prevents within placement list sorting bias because sorting cancels 

out within a randomization treatment-block. Equation (D1) identifies the effects of mentor 

teacher characteristics on clinical evaluations by comparing placement blocks with larger 

treatment/control differences in mentor characteristics to the treatment/control differences in 

clinical evaluations of teacher candidates.  
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Results from Equation (D1) are presented in Appendix table D6. Columns (1) through (3) 

present results without school placement controls, and columns (4) through (6) add these 

placement characteristics to the model. The results for mentor teacher value added and 

experience, in columns (1) and (2), while not statistically significant, are directionally consistent 

with the results presented in Table 4. On the other hand, the results for mentor observational 

rating in columns (3) and (6) are mixed.  
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Appendix Table D6: Quasi-Experimental Models of Mentor Characteristics  

 

  

(1) (2) (3) (4) (5) (6)
3rd Evaluation 0.047 0.045 0.044 0.045 0.047 0.047

(0.041) (0.041) (0.041) (0.041) (0.041) (0.041)
Prior Evaluation Rating 0.308*** 0.303*** 0.306*** 0.295*** 0.292*** 0.294***

(0.028) (0.027) (0.027) (0.027) (0.027) (0.027)
Mentor Value-Added -0.055 -0.026

(0.036) (0.029)
Mentor Exp. (std) 0.028 0.026

(0.028) (0.025)
-0.015 0.020
(0.039) (0.038)

School Controls X X X

Observations 4007 4007 4007 4007 4007 4007
Block-TX Cells 117 117 117 117 117 117

* p < 0.10, ** p < 0.05, *** p < 0.01.
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Mentor Standardized Observational 
Rating(OR)

Notes:  Regressions of average standardized evaluation scores on order of evaluations and 
average mentor characteristics. Averages are conducted at the Block-Treatement-Item-Order 
level for evaluations and the Block-Treatment level for mentor characteristics. All evaluations 
(the dependent variable) were submitted by field instructors. Prior evaluation rating is the teacher 
candidates previous evaluation rating by their field instructor by item. All models include block and 
program-item fixed effects. Errors are clustered at the TEP-Block-Treatement level.



 
 

54 
 

Appendix E: Clinical Evaluation Level Analyses 

 The analyses presented in the body of the text leverages the item level evaluations of 

each teacher candidate. That is, for any given clinical evaluation by a field instructor, teacher 

candidates are evaluated on 18 to 19 (TEP dependent) different items. In this Appendix, we 

present results that utilize the average item level scores within a clinical evaluation. Doing so 

potentially prevents problems with clustering using item-level data and might produce more 

reliable standard errors. This approach is depicted in Equation (E1): 

 

𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖������ = 𝛽𝛽1𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖 + 𝛽𝛽2𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖𝑖𝑖 + 𝛽𝛽3𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖 ∗ 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖𝑖𝑖  
+𝜃𝜃𝑗𝑗 +𝜔𝜔𝑖𝑖 + 𝜖𝜖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖                            (E1) 

 

In some specifications we also include the lagged average field instructor’s clinical evaluation 

score (𝑌𝑌𝚤𝚤𝚤𝚤(𝑡𝑡−1)𝚥𝚥𝚥𝚥�����������). Equation (E1) is estimated using candidate random effects nested under field 

instructor random effects, and when indicated we replace field instructor random effects with 

fixed effects. 
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Appendix Table E7: Clinical Evaluation Level Analyses 

 

  

(1) (2) (3) (4) (5) (6)
3rd Evaluation 0.550*** 0.551*** 0.527*** 0.526*** -0.072** -0.046

(0.027) (0.027) (0.038) (0.038) (0.032) (0.031)
Prior Evaluation Rating 0.662*** 0.601***

(0.029) (0.030)
High Index Placement 0.068 0.071* 0.055 0.057 0.042 0.061**

(0.045) (0.043) (0.054) (0.052) (0.031) (0.030)
High Index Placement * 2nd Evaluation -0.004 -0.002

(0.053) (0.053)
High Index Placement * 3rd Evaluation 0.046 0.050

(0.054) (0.054)

 Field Instructor Fixed Effects X X X

Observations 1028 1028 1028 1028 659 659
Student Teachers-Mentor Pairs 369 369 369 369 340 340
Field Instructor Effects Variance 0.203 0.272 0.204 0.272 0.038 0.107

* p < 0.10, ** p < 0.05, *** p < 0.01.

Notes:  Regressions of the mean of the standardized evaluation scores on order of evaluations and 
placement status. All evaluations (the dependent variable) were submitted by field instructors. Prior 
evaluation rating is the teacher candidates previous evaluation rating by their field instructor by item. All 
models include field instructor, candidate, and item by program random effects. Field instructor random 
effects are replaced with fixed effects where indicated. 
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Appendix F: Placement Characteristics Interacted with the Treatment 

In the Table (F8) below, we present results from the models depicted in Equation (2), but add 

placement characteristics to the regressions and interact these characteristics with a teacher 

candidate’s treatment status. 

 
  

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

3rd Evaluation 0.067*** 0.068*** 0.067*** 0.067*** 0.067*** 0.067*** 0.066*** 0.067*** 0.067*** 0.067***
(0.014) (0.014) (0.014) (0.014) (0.014) (0.014) (0.014) (0.014) (0.014) (0.014)

Prior Evaluation Rating 0.298*** 0.297*** 0.298*** 0.296*** 0.298*** 0.296*** 0.298*** 0.297*** 0.298*** 0.297***
(0.009) (0.009) (0.009) (0.009) (0.009) (0.009) (0.009) (0.009) (0.009) (0.009)

High Index Placement 0.060 0.075* 0.057 0.066 0.041 0.063 0.077* 0.089** 0.077* 0.092**
(0.042) (0.039) (0.049) (0.047) (0.053) (0.051) (0.043) (0.040) (0.042) (0.039)

Mentor Value-Added -0.028 -0.032
(0.043) (0.041)
0.050 0.050

(0.056) (0.053)
Mentor Exp. (std) -0.031 -0.021

(0.044) (0.042)
0.080 0.071

(0.052) (0.050)
0.020 0.005

(0.045) (0.043)
0.014 0.018

(0.060) (0.057)

School Value-Added 0.019 0.018
(0.030) (0.029)
-0.059 -0.062
(0.043) (0.040)

School Retention 0.084** 0.075**

(0.035) (0.034)

-0.086** -0.083**

(0.041) (0.039)

 Field Instructor Fixed Effects X X X X X

Observations 11526 11526 11526 11526 11526 11526 11526 11526 11526 11526
Student Teachers-Mentor Pairs 340 340 340 340 340 340 340 340 340 340
Field Instructor Effects Variance 0.109 0.189 0.110 0.190 0.109 0.190 0.110 0.186 0.106 0.185

* p < 0.10, ** p < 0.05, *** p < 0.01.
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Notes:  Regressions of standardized evaluation scores on order of evaluations and mentor characteristics. All evaluations (the dependent 
variable) were submitted by field instructors. Prior evaluation rating is the teacher candidates previous evaluation rating by their field 
instructor by item. All models include field instructor and candidate random effects, and item by program fixed effects. Field instructor 
random effects are replaced with fixed effects where indicated. 

Mentor Standardized Observational 
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High Index Placement *Mentor 
Value-Added

High Index Placement * Mentor 
Exp.

High Index Placement * Mentor  
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Appendix G: Treatment Models with Block Fixed Effects 

In the Tables (G9) and (G10) below, we present experimental results from the models depicted in 

Equations (1) and (2), but add randomization block fixed effects. 

 

Appendix Table G9 

 

  

(1) (2) (3) (4)
2nd Evaluation 0.373*** 0.372*** 0.373*** 0.372***

(0.013) (0.018) (0.013) (0.018)
3rd Evaluation 0.549*** 0.521*** 0.549*** 0.521***

(0.013) (0.018) (0.013) (0.018)

High Index Placement 0.075* 0.058 0.082** 0.065
(0.043) (0.045) (0.041) (0.043)

0.003 0.003
(0.025) (0.025)
0.057** 0.057**
(0.026) (0.026)

 Field Instructor Fixed Effects X X
Block Fixed Effects X X X X
Observations 18080 18080 18080 18080
Student Teachers-Mentor Pairs 369 369 369 369

* p < 0.10, ** p < 0.05, *** p < 0.01.
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t

High Index Placement * 2nd Evaluation

High Index Placement * 3rd Evaluation

Notes:  Regressions of standardized evaluation scores on order of evaluations and 
Placement Status. Order indicates the observational order of the evaluation within 
candidate-item-field instructor cells. All evaluations (the dependent variable) were 
submitted by field instructors. All models include field instructor, candidate, and item by 
program random effects, and an indicator for participation in the Feedback Inititive. 
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Appendix Table G10 

 

 

 

 

(1) (2) (3) (4)
3rd Evaluation 0.067*** 0.067*** 0.066*** 0.067***

(0.014) (0.014) (0.014) (0.014)
Prior Evaluation Rating 0.298*** 0.297*** 0.298*** 0.297***

(0.009) (0.009) (0.009) (0.009)
High Index Placement 0.063* 0.080** 0.057 0.078**

(0.038) (0.036) (0.038) (0.036)

School Controls X X
 Field Instructor Fixed Effects X X

 Block Fixed Effects X X X X

Observations 11526 11526 11526 11526
Student Teachers-Mentor Pairs 340 340 340 340

* p < 0.10, ** p < 0.05, *** p < 0.01.

Notes:  Regressions of standardized evaluation scores on order of evaluations 
and placement status. All evaluations (the dependent variable) were 
submitted by field instructors. Prior evaluation rating is the teacher 
candidates previous evaluation rating by their field instructor by item. All 
models include field instructor, candidate, and item by program random 
effects. Field instructor random effects are replaced with fixed effects 
where indicated. 
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Notes 
 
1 In most teacher education programs, student teachers are required to receive feedback from mentor teachers — as 
well as their counterparts on the university side, field instructors — in the form of formal evaluations (“clinical 
evaluations”). Clinical evaluations are, for instance, required by the Council for the Accreditation of Educator 
Preparation (CAEP), a nationally recognized teacher education organization that accredit teacher education 
programs (CAEP, n.d.). 
2  In the other experiment, the “Feedback Initiative” teacher candidates were randomly assigned to a treatment group 
which received more and better contextualized feedback about their student teaching. Work on the Feedback 
Initiative is ongoing. 
3 We argue that this level of randomization is necessary to distinguish the effects of teacher education program 
features from the effects that may be related to the schools and districts that tend to be served by teacher candidates 
from particular programs; see Goldhaber et al. (2020b) for a more in depth discussion of this point. 
4 As we describe in Ronfeldt et al. (2018b), these attributes of mentors and schools have been shown to be 
associated with various inservice teacher outcomes.  
5 We standardize the individual mentor teacher attributes (teacher value added, experience, and summative 
evaluations) to have means 0 and standard deviations of 1 and then sum them to create a teacher index. Similarly, 
we create a school index by summing standardized school value-added measures and school turnover measures. In 
each case, the value-added measures are the official measures calculated by the state for teacher evaluation or school 
accountability purposes (more detail on this is provided in the Data and Sample Description section below). 
Similarly, the observational measures are the results provided to the state as part of state-mandated teacher 
evaluation systems. The teacher quality measures used in the intervention are therefore similar to measures that are 
available in state databases in many locations. When any of the five measures are missing, we replace missing 
values with mean TEP-district-by-grade-by-subject block values. 
6 For more information see 
https://www.tn.gov/content/dam/tn/education/data/tvaas/tvaas_technical_documentation_2017.pdf and 
http://www.fldoe.org/teaching/performance-evaluation/, accessed 10-16-2019. 
7 Districts may produce their own rubric and observational model and apply for approval by the department of 
education. For more information on TEAM see https://team-tn.org/evaluation/teacher-evaluation/, accessed 10-18-
2019. 
8 In Florida, we use an estimate of the school average teacher experience in place of teacher retention, as retention 
was unavailable. 
9 We weight our balance test by the inverse of the probability of being placed in the treatment condition and stratify 
by Placement block. 
10 This omnibus test requires field instructors to be paired with teacher candidates randomized to both high and low 
quality placements. Additionally, when stratifying by randomization block this test requires field instructors to be 
paired with teacher candidates from at least two randomization blocks. 13 field instructors were paired with 20 
teachers that were either the same treatment statuses or randomization block and thus dropped from this test. 
11 In the case of teacher experience, the average low index mentor teacher has 7.2 years of experience and the 
average high index mentor teacher has 15.0 years of experience. 
12 The average mentor teacher in the sample has over 11 years of teaching experience. 
13 One program had a five-point rating scale but used software to record observations that permitted decimal ratings. 
Some field instructors used decimal ratings (usually in half-point increments). Unless otherwise noted, we leave 
these scores as recorded by the evaluator. 
14 And, for example, the Florida TEP’s domains (“Instructional Delivery”, “Learning Environment”, and 
“Assessment”) are closely aligned to three of the foundational principles (“Instructional Design and Lesson 
Planning”, “Learning Environment”, & “Assessment”) in Florida’s Educator Accomplished Practices (FAC 6A-
5.065, 2011). Source http://www.fldoe.org/teaching/performance-evaluation/fl-state-models-of-evaluation-
system.stml, accessed 10-18-2019. 
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15 The Tennessee TEP had a yearlong clinical experience; the Florida TEP had a clinical experience spanning two 
consecutive semesters, although not necessarily within a single academic or calendar year. 
16 They were, for instance, just 0.5%, proportion of 1st time clinical evaluation ratings. 
17 Recall that the Florida program uses a rating scale of “Not Using”, “Beginning”, “Developing”, “Applying”, and 
“Innovating”. However, candidates from the Tennessee TEP constitute the majority of the sample and as such we 
have opted to display the evaluation rubric categories from Tennessee. 
18 The model includes field instructor, teacher candidate, and program-item random effects 
19 In an alternative specification we replace the ordinal position of the evaluations with the number of weeks since 
the start of the clinical placement and find similar results. Results are available upon request. 
20 Although we relied on a two-by-two factorial design that should balance treatment status in the feedback initiative 
across placement lists, we additionally control for feedback treatment in Equation (1). 
21 With the exception of some small blocks during the first year of the experiment, all teacher candidates had a 
probability of 0.5 of receiving a high-list placement. Our baseline models therefore do not control for assignment 
block fixed effects, although results from models that do include block affects (Appendix Tables G9 and G10) are 
quite similar. 
22 For instance, one TEP defines the “Environment” on their evaluation rubric as setting expectations, managing 
student behavior, creating a welcoming and organized classroom, and establishing a respectful culture. All of these 
attributes of a classroom environment may be associated with student achievement and/or the perception of teacher 
candidates’ abilities. 
23 Vagi et al. (2019) find that teacher candidates who enter teacher education programs with higher grade point 
averages tend to show greater gains on a clinical observational rubric rating during the course of their internships. 
24 A small number of observations are missing this block average in which case imputation is done at the TEP-
cohort level. 
25 TEP domains are parameterized as categorical variables. 
26 The clinical ratings are estimated to increase by about 37% of a standard deviation for the 2nd observation relative 
to the 1st and by 55% of a standard deviation for the 3rd relative to the 1st. This is broadly consistent with the only 
other quantitative study that documents changes in clinical evaluation ratings during an internship: Vagi et al. (2019) 
find that student teachers improve (over a yearlong internship) by about 44% of a standard deviation from their first 
to third observation. 
27 The variance of the field instructor fixed effects, which does not account for sampling error, is about 1.7 times as 
large. 
28 We also run models controlling for specific mentor characteristics and simultaneously the suite of school 
characteristics. Results are quantitatively similar and available upon request. 
29 Note that it is still possible to find “treatment effects” in models that include the components that make up the 
index determining treatment status. This could occur, for instance, because of non-linearities in the relationship 
between the index components and the outcome or interactions between the different components. For instance, if 
mentor teachers’ experience has little effect on candidates beyond the first few years of teaching, the high-index 
placement list may improve candidate outcomes by reducing exposure to novice mentors. The random assignment 
effect may still appear positive in models that control for mentor experience in a linear specification. 
30 Results are available upon request. 
31 A standard deviation of teacher experience is about 8 years of experience. 
32 These last results are available upon request. 
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